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ABSTRACT

This project characterized the Miocene-age sub-seafloor stratigraphy in the near-offshore portion of the
Gulf of Mexico adjacent to the Texas coast. The large number of industrial sources of carbon dioxide
(COy) in coastal counties and the high density of onshore urbanization and environmentally sensitive
areas make this offshore region extremely attractive for long-term storage of carbon dioxide emissions
from industrial sources (CCS). The study leverages dense existing geologic data from decades of
hydrocarbon exploration in and around the study area to characterize the regional geology for suitability
and storage capacity. Primary products of the study include: regional static storage capacity estimates,
sequestration “leads” and prospects with associated dynamic capacity estimates, experimental studies of
CO,-brine-rock interaction, best practices for site characterization, a large-format ‘Atlas’ of sequestration
for the study area, and characterization of potential fluid migration pathways for reducing storage risks
utilizing novel high-resolution 3D (HR3D) seismic surveys. In addition, three subcontracted studies
address source-to-sink matching optimization, offshore well bore management and environmental
aspects. The various geologic data and interpretations are integrated and summarized in a series of
cross-sections and maps, which represent a primary resource for any near-term commercial deployment
of CCS in the area.

The regional study characterized and mapped important geologic features (e.g., Clemente-Tomas fault
zone, the regionally extensive Marginulina A and Amphistegina B confining systems, etc.) that provided
an important context for regional static capacity estimates and specific sequestration prospects of the
study. A static capacity estimate of the majority of the Study area (14,467 mi2) was estimated at 86 metric
Gigatonnes. While local capacity estimates are likely to be lower due to reservoir-scale characteristics,
the offshore Miocene interval is a storage resource of National interest for providing CO, storage as an
atmospheric emissions abatement strategy.

The natural petroleum system was used as an analog to infer seal quality and predict possible migration
pathways of fluids in an engineered system of anthropogenic CO, injection and storage. The regional
structural features (e.g., Clemente-Tomas fault zone) that exert primary control on the trapping and
distribution of Miocene hydrocarbons are expected to perform similarly for CCS. Industrial-scale CCS will
require storage capacity utilizing well-documented Miocene hydrocarbon (dominantly depleted gas) fields
and their larger structural closures, as well as barren (unproductive, brine-filled) closures. No assessment
was made of potential for CO, utilization for enhanced oil and gas recovery.

The use of 3D numerical fluid flow simulations have been used in the study to greatly assist in
characterizing the potential storage capacity of a specific reservoir. Due to the complexity of geologic
systems (stratigraphic heterogeneity) and inherent limitations on producing a 3D geologic model, these
simulations are typically simplified scenarios that explore the influence of model property variability
(sensitivity study). A specific site offshore San Luis Pass (southern Galveston Island) was undertaken
successfully, indicating stacked storage potential. Downscaling regional capacity estimates to the local
scale (and the inverse) has proven challenging, and remains an outstanding gap in capacity
assessments.

In order to characterize regional seal performance and identify potential brine and CO, leakage pathways,
results from three high-resolution 3D (HR3D) seismic datasets acquired by the study using novel HR3D
(P-Cable) acquisition system showed steady and significant improvements in data quality because of
improved acquisition and processing technique. Finely detailed faults and stratigraphy in the shallowest
1000 milliseconds (~800 m) of data allowed for the identification and mapping of unconformable surfaces
including what is probably a surface associated with the last Pleistocene glacial lowstand. The
identification of a previously unrecognized (in commercial seismic data) gas chimney that was clearly
defined in the 2013 HR3D survey, indicates that HR3D surveys may be useful as both a characterization
tool for the overburden of a potential carbon sequestration site and as an additional monitoring tool for
future engineered injection sites.

Geochemical modeling indicated that injection of CO, would result in minor dissolution of calcite, K-
feldspar and albite. In addition, modeling of typical brines in Miocene age rocks indicate that
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approximately 5% of injection capacity would result from CO, dissolution into the brine. After extensive
searches, no rock samples of the Marginulina A and Amphistegina B seals (“caprocks”) were obtained,
but analyses of available core samples of other Miocene age mudrocks (seals or caprocks) indicate that
they have sealing ability sufficient for potential CO, storage in underlying sandstone units.
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Figure 8.22: Time slice from 124.5 milliseconds (ms). The slice was taken after the volume had undergone
processing steps 1-10. 156
Figure 8.23: Time slice from 147.5 milliseconds (ms). The slice was taken after the volume had undergone
processing steps 1-10. 156
Figure 8.24: Time slice from 147 milliseconds (ms). The slice was taken after the volume had undergone
processing steps 1-15 (i.e., including migration). 156
Figure 8.25: Time slice from 222 milliseconds (ms). The slice was taken after the volume had undergone
processing steps 1-15 (i.e., including migration). 156

Figure 8.26: Processing example in the shot domain. This is part of one shot from raw data to final devolution.
Note the earlier arrivals after Minimum Entropy Deconvolution. The arrivals correspond to the water
bottom from bathymetric observations. 158

Figure 9.1: A strike cross section across the San Luis Pass, TX Salt Dome (right) and a location map and line of
section (left). The figure was prepared by former graduate research assistant, Andrew Nicholson, as part of
his work and research, which were supported by the Study. 160

Figure 9.2: Well log based dip-oriented cross section of the San Luis, TX Pass area extending from northwest
(left) to southeast (right) across the San Luis Pass Salt Dome. The line of section is orthogonal to that of
Figure 9.1. David Carr was the lead researcher on Task 2 and contributed to Task 9. 161

Figure 9.3: Location map of the dip cross section in figure 9.2. Note: the colored polygons in the shallow offshore
waters denote different marine bottom sediment types. For example light yellow is “sand,” blue is “muddy

shelly sand,” etc. (McGowen, 1979). 162
Figure 9.4: Polygons outlining fault block “catchment areas” at the “LM2"” time horizon level. 163
Figure 9.5: Time structure map of the “LM2” horizon with fault block “catchment area” polygons superimposed

on it. 164
Figure 9.6: Fault block “catchment areas” at the “LM2” time horizon level and wells with rasters (red, black and

green symbols) available in and around the mapped area. 165

Figure 9.7: Relatively shallow time structure map from commercial seismic data. The area shown is in the
offshore Texas State Waters along the southern end of Galveston Island. Note the black teardrop shaped
area in the upper central portion of the colored polygon. That black teardrop shape approximates the
outline of the San Luis Pass Salt Dome at the horizon level. Yellow hues denote shallower areas; whereas,
dark blue hues are relatively deeper areas with green shades intermediate. The figure was prepared by
former graduate research assistant, Kerstan Wallace, as part of his work and research, which were
supported by the Study. 166

Figure 9.8: Map showing LM2 (lower Miocene 2) seismic horizon contours (black) with faults (red). The depth
converted subvolume is outlined by the red polygon, and the model area is outlined in the blue polygon.

167

Figure 9.9: Map of the RMS (root mean square) attribute extraction between top and base of model interval.
Faults are shown as dark lines. 168

Figure 9.10: Vertical time transect of an amplitude volume of the 2013 San Luis Pass P-Cable dataset. The
transect highlights the five currently mapped time horizons centered around 45, 100, 190, 200, and 260 ms
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(milliseconds), respectively. Note on the discordant, antiform-like feature on the right side of the figure; it

is related to the San Luis Salt Dome. 169
Figure 9.11: A map showing an extraction, from the “190 ms” horizon, of the sum negative amplitude attribute
10ms surface hung 2ms above and 8ms below the unconformity “lid.” 170

Figure 9.12: Time transect of an amplitude volume of the 2013 San Luis Pass P-Cable dataset highlighting the
190ms horizon and the “10ms sumneg amp” (sum of negative amplitudes) attribute extraction shown in

the inset and in Figure 9.11. 171
Figure 9.13: Time structure contour map of a co-rendered structure/coherency of the 100 ms horizon. The

horizon is interpreted as the erosional surface generated during the Wisconsinin glacial lowstand. 172
Figure 9.14: Time structure map of a co-rendered structure/semblance of the 100 ms horizon. 173
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EXECUTIVE SUMMARY

Regional studies of the near-offshore Gulf of Mexico along the Texas coast have characterized a geologic
resource for CO, storage of State and National interest. The offshore Miocene-age stratigraphic interval
of Texas provides a tremendous resource for storing anthropogenic CO, as a means for mitigating
atmospheric emissions. Regional static capacity calculations indicate 86 Gigatonnes of CO, storage
capacity for the Study area. While reconciling regional static capacity estimates with local dynamic
assessments utilizing reservoir simulation has been challenging, this offshore region represents some of
the most immediately accessible capacity for receiving industrial-scale emissions in the country. Recent
infrastructure developments (onshore CO, pipelines) suggest this region could become a CO, hub
capable of receiving pipeline CO, from other parts of the country, and indications are that the geologic
storage resource could be viable for decades of utilization.

The study area extends the length of the Texas coastline, and up to 10 nautical miles offshore (Texas
State-managed waters; <50 m water depth). In addition to traditional geologic characterization
(identification of reservoir intervals, summary of reservoir and seal properties, regional extent, specific
prospect identification), additional study effort evaluated regional sealing capability, CO,-brine-rock
geochemical interaction, best practices for site characterization, and characterization of potential fluid
migration pathways for reducing storage risks by acquiring novel high-resolution 3D (HR3D) seismic data.
Two independent studies subcontracted as part of the project address offshore well bore management
and environmental aspects.

The primary geologic data utilized in the study were publically available but not well-integrated before
completion of the current Study (e.g., thousands of well log rasters, production and micro-paleontologic
data in Federal waters, formation brines dataset, etc.). Some data was leased (e.g., conventional,
regional 3D seismic, acoustic well data, proprietary micro-paleontologic dataset), often with substantial
cost share benefit. Characterization of the regional geology identified important geologic features (e.g.,
Clemente-Tomas fault zone, Marginulina A and Amphistegina B confining systems, etc.) that provided
crucial context for the regional static capacity estimates as well as local dynamic capacity numerical
model simulations. These various geologic data and interpretations are integrated and summarized in a
series of cross-sections and maps, which represent a primary resource for any near-term commercial
deployment of CCS in the area.

Analyses of available core samples of Miocene mudrocks (seals) suggest that the studied clay-rich lower
Miocene mudrocks have sealing ability sufficient for potential CO, storage in the underlying sandstone
units. The sealing capacity of the studied samples has positive correlations with clay content and calcite
cementation. Clay-rich mudstone samples typically show higher capillary entry pressure and smaller pore-
throat size than underlying sandstones. SEM imaging shows that claystone samples contain mostly
isolated intraparticle pores, which are not effectively connected to form pore networks. A high
concentration of lower Miocene hydrocarbon accumulations occurs on the hanging wall of the Clemente-
Tomas fault zone where Amph B net mudstone is thick, ranging from 1,000 ft (305 m) to 3,000 ft (914 m).
These natural analogs of fluid entrapment suggest that fairways characterized by a thick regional Amph B
confining zone defined by net mudrock values of more than 1,000 ft (305m) might provide an excellent
long-term confining mechanism for injected CO2.

Flow model simulation of fluid flow in a relatively small scale (20.51” tall by 10.39” wide (0.521 m x 0.264
m)) but high-resolution (>2M data points), 2D, digital model of a sedimentary relief peel conclude that
mean grain size and sorting appear to be the key control on CO2 movement; fluid density contrast (in the
expected ranges) is apparently secondary. Pressure gradients contribute to end member and transition
behavior, in addition to rock properties and fluid density contrast. The pressure gradient in relative close
proximity to the well (compared to the reservoir extents) can allow for fingering behavior.

As a result of batch experiments using synthetic brines (based on actual brines in Miocene age GOM

units), it was determined carbon solubility trapping potential (CSTP) is most sensitive to thickness and
porosity. The storage coefficient, C, appears to be one of the critical parameters for assessing CSTP in a
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saline aquifer, and the most likely CSTP of the Miocene section in the study area is approximately 5% of
the total CO2 storage capacity. In addition, geochemical models confirm dissolution of calcite when CO2
was injected into reservoir rock samples. The geochemical models also fit well with K concentration
measurements, suggesting that K came from dissolution of K-feldspar when CO2 was injected. Modeled
Na concentrations match well Na concentration measurements indicating CO2 injection leads to
dissolution of albite. Si and Al are dominated by dissolution-precipitation of silicate minerals and potential
secondary minerals. Proper selection of secondary minerals in the geochemical model seems very
important.

During the final three years of the Study, a high-resolution 3D (HR3D) seismic acquisition (i.e., “P-Cable”)
system was purchased and utilized to acquire three surveys in Texas state waters (seaward from the
barrier islands) of the upper Texas coast. The first two surveys were located offshore from San Luis Pass,
Texas above and adjacent to a deep-seated salt dome that extends to within a few hundred feet of the
modern seabed. The quality of the second survey (2013) was superior to that of the first because of
advances in acquisition and processing techniques developed after the first (2012) survey. Interpretations
of the 2013 survey indicate features such as a regional erosional surfaces including one possibly related
to the last Pleistocene glacial lowstand. In addition, a clearly visible gas chimney emanating from the area
above a deep-seated salt feature indicates natural seepage of fluids (possibly natural gas); this result
suggests that HR3D surveys may be useful as both a characterization tool for the overburden of a
potential carbon sequestration site and as an additional monitoring tool for future engineered injection
sites. The third (2014) HR3D survey was located offshore from the High Island area, northernmost Bolivar
Peninsula, an area with thousands of feet of stacked reservoir potential CO, sequestration. In addition,
there are thick potential confining zones as shown by the presence of nearby oil and gas fields. Examples
from the three HR3D surveys demonstrate that the seismic technique is capable of identifying and
characterizing low-risk storage sites. When integrated with regional conventional 3D data, insight into
natural fluid migration systems may distinguish entire regions as more or less prospective for future
consideration for storage. HR3D (P-Cable) data are crucial for characterizing leakage pathways. It is
difficult to conceive of conducting a CCS project offshore without HR3D data if they are financially
obtainable.

Several sites (*leads”) were characterized and CO, storage capacity calculated via static and dynamic
methods. The site near San Luis Pass over which the 2013 HR3D survey was collected (subsequently
suggesting a gas chimney) indicated dynamic capacity (i.e. using 3D fluid flow simulations) of less than
10 Mt. Pressure was the major limiting parameter for the models, and reservoir heterogeneity (e.g.,
mudrock baffles) and limited reservoir connectivity will probably prevent an infinitely acting system with
completely open boundaries. The area associated with the Brazos Block 440-L Field was also
characterized and analyzed using a static capacity method. The capacity of the entire area was estimated
to be 196 Mt; whereas, the capacity of the gas structurally-controlled field area was estimated to be 14
M.

The Miocene of the Texas state waters, especially along the upper Texas coast, represents a region with
great potential for future CO, sequestration development. The region has a high concentration of
industrial emissions sources (e.g., power plants near large urban centers, extensive refining and
petrochemical plants) as well as existing pipeline and other infrastructure in an area with significant with
favorable commercial, subsurface geology, and engineering expertise.
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REPORT DETAILS / SOPO TASKS

INTRODUCTION

The grant (a.k.a., DOE Award (Number DE-FE0001941) under whose auspices the following
research was conducted was part of the American Recovery and Reinvestment Act of 2009,
U.S. Department of Energy, National Energy Technology Laboratory Funding Opportunity
Number: DE-FOA-0000033. The initial Federal award of $4,794,349 was signed on December
8, 2009. The award was subsequently augmented (September 9. 2010) with an additional
Federal award of $4,668,116.

In many cases the term “Project’ is used to describe a scientific effort such as that of DE-
FEO0001941. In the current report, the capitalized term “Study” is used to denote the entire effort
undertaken to fulfill the goals and objectives of the award (grant) because it better summarizes
the tremendous amount of research effort undertaken to achieve the results detailed in the
current report.

The motivation for the Study arose from the various advantages presented by offshore CO,
sequestration vs. onshore sequestration. One advantage of offshore environments is that they
minimize risks to underground sources of drinking water (USDW). In addition, 1) risks to human
health and safety are reduced; 2) monitoring options are readily available (e.g., high resolution
3D seismic), and 3) the surface and subsurface rights are owned by a single entity (i.e., State of
Texas General Land Office - GLO), which is prepared to lease offshore storage sites.

The objectives of the proposed study were to 1) assess and analyze the existing data from
historical hydrocarbon industry activities in a regional transect of the Texas Gulf Coast (Phase
1) in order to 2) verify the ability of the Miocene age rocks of the region to safely and
permanently store large amounts of anthropogenic CO,, (Phase 1) and 3) identify at least one
specific site that can accept at least 30 million tons of CO, from future commercial CCS
operations (Phase 2). As the current report details, all objectives were accomplished.

The goal of the Study was to characterize the Miocene-age geologic units throughout the
submerged lands of the Texas coast and provide an assessment of specific reservoirs that are
prospective for CO, storage. The work was designed to help meet the DOE goal of
characterizing geologically representative formations that may be used to economically store
anthropogenic CO, emissions. The Study focused efforts on Miocene—age reservoirs and
confining systems on the middle and upper Texas coast, where capture and transportation are
most likely to develop in the near-term (because of nearby CO, sources). Specific sites were
studied as to their potential to store at least 30 million tons of CO..

In order to meet the goal and objectives of the Study, twelve tasks and various subtasks were
established. The tasks were based on the FOA 0000033 “geologic storage assessment...issues
that each project should, at a minimum, address.” The current report sequentially describes the
activities and results of each task and concomitant subtasks starting with Task 1, Project
Management and ending with Task 12, Produced Fluid Management. The report also contains a
Appendix A, which comprises a “Geological CO2 Sequestration Atlas for Miocene Strata...” in
the northern Gulf of Mexico. In some cases (e.g., Subtasks 2.1 and 5.2) the atlas or portions of
it fulfill the objective of a, respective, task. Consequently, the atlas or noted atlas section
provides the task’s report. Similarly, results for Subtasks 10.1, 10.2 and Task 11 are presented
in Appendices B, C and D, respectively, as the tasks were conducted by subcontracted
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organizations, Sandia National Laboratory (SNL) (Subtask 10.1), Environmental Defense Fund
(EDF) (Subtask 10.2) and Sandia Technologies, LLC (Task 11).

Results and Discussions
Below the results and relevant discussion are presented for each task separately.

1 Task 1.0: Project Management

1.1

The current Study’s generous funding (i.e., initial and augmented funding), presented
tremendous research opportunities for the Gulf Coast Carbon Center (GCCC) (in the Bureau of
Economic Geology (BEG) of the University of Texas at Austin) and for the Study’s various
partner organizations (Sandia Technologies, LLC, Environmental Defense Fund and Los
Alamos National Laboratories). Not surprisingly, on such a large and long-term Study there
were also management challenges, but the challenges often resulted in innovative solutions.
For example, issues with the first (2012) high-resolution 3D seismic (HR3D) give rise to
adjustments that resulted in using a new acquisition vessel as well as improved acquisition
parameters (Task 8.0: Leakage Pathways) on the subsequent (2013 and 2014) surveys (Figure
1.1).
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Figure 1.1: Figure 1 — A map of the southeast Texas coastal region showing the locations of three HR3D (P-Cable) surveys
collected by the study. The outline of the 2012 survey is shown in black, the 2013 survey in yellow and the 2014 survey in
orange. Note the outline of the city of Houston in dark gray and the boundary (red line) between State and Federal waters.

Since a significant portion of the augmented funding (see Introduction) went toward the
purchase and operation of the innovative HR3D system (a.k.a. P-Cable), the HR3D system
(Figure 8.1, Figure 8.2, Figure 8.3 and Figure 8.4) required significant project management time
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and resources. The HR3D system was developed by P-Cable 3D Seismic, AS,
http://www.pcable.com/index.php/about and was manufactured in San Jose, CA by Geometrics,
Inc. The P-Cable system had been envisioned as a component of the original proposal, but it
was removed before proposal submittal because its cost was greater than original available
budget. Consequently, when augmented funding became available, the P-Cable system and its
operation easily fit into the already existing scope and structure of the grant’s research program.
The original term of the Study was 36 months. After the augmented funding was secured, the
Principal Investigators, Dr. Timothy A. “Tip” Meckel and Mr. Ramon Trevino, requested and
received permission to extend the study for another 21 months for a total Study length of 4.75
years. The request was based on previous experience with complex field experiments (i.e., by
the Gulf Coast Carbon Center at the Bureau of Economic Geology) and specifically with the
expectation that the field operations related to the P-Cable 3D seismic acquisition would
logistically require significantly more time. This proved to be correct as the entire system was
not delivered until June 2012, only six month before the original end of the Study. Therefore, the
Study’s extended period of performance was definitely necessary.

The Study also established a laboratory used in high-pressure / high-temperature, rock-brine
reactions (Tasks 6 and 7), which required in-depth interactions with the system designers as
well as purchasing the various components. Figure 1.2 and Figure 1.3 are photos of the
supercritical reaction system.

Stir Paddle Arm
Back Pressure
-""‘-"* ¥
Regulator &l — Batch Reactor
A udei-cl [ % M o i
Tel;ml} E‘l}aﬁ]ler — . Stir Paddle Controller

"Co-solvent”

Heat Exchanger
Brine pump

CO?2 Pump. i
: “Co-solvent”

brine Feservoir

Figure 1.2: Integrated, supercritical reaction system capable of gas mixing.
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Figure 1.3: Schematic for innovative brine sampling system developed by scientists at Dionex and the BEG. The system will
allow brine to be sampled directly from the reactor in a non-oxygenated setting, diluted and analyzed for anions and cations.

Tasks 2, Regional geology and significance, also required significant project management
attention throughout the Study but especially in the first 2 years when data, dataset and
database creation were high priorities. The task required the hiring, training and mentoring of
several undergraduate research assistants. Similarly, Tasks 3, 4, 5 and 9, involved several
graduate research assistants whose contributions were significant.

Throughout the study, meeting with staff, planning and directing research and reporting required
time and resources. As the following detailed task-specific summaries reflect, the project
management efforts yielded important research results and advances as wells as various
publications.

2 Task 2.0: Regional Geology and Significance

As stated in Subtask 2.3, it is generally accepted that any geologic study should begin with a
good understanding of the regional geologic setting. As the area of interest for the current study
encompassed a large area (Figure 2.1), we determined that the regional geologic overview
should comprise an even broader area of review. The Study area had the great advantage that
oil and gas companies have explored and produced hydrocarbons for many decades in and
around the study area (Figure 2.1). Consequently, the Study used the large quantities of
geological data to conduct its regional geologic analysis.

2.1
Subtask 2.1: Atlas of prospective sequestration ‘plays’

This subtask composed a significant portion of the overall Study, and the data collection and
database creation and maintenance formed a useful foundation for the rest of the Study. As is
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enumerated in subtask 2.3, data and database management are significant and important parts
of any geologic study, and in an effort of the size and scope of the current Study, they required
substantial human and financial resources.

The fulfilment of Subtask 2.1, “The Geological CO, Sequestration Atlas for Miocene Strata
Offshore Texas State Waters,” is found in the Appendix A.

2.2
Subtask 2.2: Comprehensive data set of formation characteristics

Completion of this subtask over the study area and adjacent regions took several year of
dedicated effort by many research assistants under the direction of researcher David Carr. Data
collected included well and seismic data.

Well data collected are as follows: 12,750 wells that penetrate the Miocene; 6,893 wells in TX
State waters (Figure Figure 2.1); 3,445 with well raster and/or digital logs; 424 wells with
Paleontologic data; 241 with directional surveys. The foregoing wells are a subset of a much
larger set of wells and well data that were assembled for the Federal Waters of the northern and
western Gulf of Mexico. The total number of wells in the database is > 65,000 (Figure Figure
2.2) of which > 18,000 wells have paleontological data (i.e., paleo microfossil biozone). The well
data are stored in an IHS Petra Database. The Project has access to a set of regional 2D
seismic lines known as the “GulfSPAN Merge” that were made available at no cost to the project
by ION Geophysical. The locations of the 2D seismic shot points were loaded into the study’s
PetraSeis / IHS Petra database. Some of the data were also loaded into an SMT Kingdom Suite
Project for a preliminary data quality check. Although, each interpretation package provides
distinct interpretation strengths, it was determined that a third, the Landmark seismic
interpretation platform was the best and most robust interpretation package. Therefore, a
Landmark project was established for the Project, and the 2D data were downloaded to it, and
interpretation of seismic coverage of Texas State Waters and adjacent areas was undertaken.
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Figure 2.1: Map of the northwest Gulf of Mexico showing wells that penetrate Miocene age rocks in Texas State Waters,
Texas coastal counties and Federal OCS blocks. Lines roughly orthogonal to the coast line are 2D seismic lines from the
GulfSpan Merge dataset. Note the red line paralleling the coastline; offshore Texas state waters are north and west of that
line and comprise the study area.

—

Figure 2.2: Map of the northern Gulf of Mexico showing wells that penetrate Miocene age rocks in Federal OCS blocks. Lines
roughly orthogonal to the coast line are 2D seismic lines from the GulfSpan Merge dataset
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Additional paleontological data were purchased in the form of the “Palcon Phase II” dataset
(Pickering Enterprises). Undergraduate research assistants provided important identification
information for 49 of the 307 Palcon wells in the study, which resulted in a cost savings of
$1,780 off the original price (a discount of 14.5%).

A total of 778 well log rasters were added to the Petra database from the collection of the Texas
General Land Office (GLO). Adding the well logs required first identifying the wells’ APl numbers
in order to match them to the correct well information already in the database. This task involved
several graduate and undergraduate research assistants. Figure Figure 2.3 shows the pertinent
wells as of September 30, 2010.

Federal waters
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Figure 2.3: Map of the Texas coast showing the Study area (blue). The red line marks the boundary between State and
Federal (Offshore Continental Shelf — OSC) waters.

The Study acquired a total of 95 velocity surveys within the High Island and OBS 3D seismic
coverage areas (Figure Figure 2.4); 63 of the wells were acquired as a batch most from
Petrophysics, Inc. The surveys were imported into the project’'s Petra database. With the
addition of the new velocity surveys, there are now a total of 95 wells with velocity data in the
project database (Table 2.2.1). The surveys are very important for tying wells and their data to
seismic data and transferring well tops, originally picked in depth (domain), to the 3D volumes
(in time domain). Similarly, the wells with velocity surveys are used to help convert the 3D
volumes from time to depth (i.e., generating depth volumes, which can then be used in flow
simulations).
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Figure 2.4: Map showing location of velocity surveys in the Study’s database. Highlighted wells have velocity surveys that

were acquired from various sources, non-highlighted wells denote 63 wells whose velocity surveys were purchased as a
single set. See Table 2.2.1 for a list of all wells with velocity surveys.

Table 2.2.1: All wells in the database with velocity surveys. Gevd is Gulf Coast Velocity Data and tgs is TGS NOPEC. Logdigi is
a digitization company, and “in house” denotes logs digitized by the Study’s research assistants.

API Velocity type | Velocit | Deviation | Deviation Existing | Additional | digitization

y survey survey log data | log data

source source in petra | source
427064034400 Checkshot gevd \Y R ihs logdigi
427040000400 Checkshot gevd D R ihs logdigi
42604300120000 Checkshot Petrop | V R ihs logdigi

hysics

inc
42604301210000 Checkshot Petrop | V R ihs logdigi

hysics

Inc
42604301550000 Checkshot gevd D R ihs logdigi
42604301570000 Checkshot gevd \' R ihs logdigi
42604301610000 Checkshot tgs \' R ihs logdigi
42703000130000 Checkshot gevd \ R Tgs logdigi
42703000290000 Checkshot gevd vV R Tgs logdigi
42703000380000 Checkshot gevd \' R ihs logdigi
42703300470000 Checkshot tgs vV R Tgs logdigi
42703300590000 Checkshot gevd \' R ihs logdigi
42704000100000 Checkshot gevd V R Tgs logdigi
42704000130000 Checkshot gcvd \ R Tgs logdigi
42704000160000 Checkshot tgs vV R Tgs logdigi
42704000220000 Checkshot gevd vV R Tgs logdigi
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42704000240000 Checkshot gevd \' N
42704000330000 Checkshot tgs vV R Tgs logdigi
42704300460000 Checkshot gevd \' R ihs logdigi
42704300550000 Checkshot gevd V R ihs logdigi
42704300700000 Checkshot gevd \' R ihs logdigi
42704301600000 Checkshot tgs vV R Tgs logdigi
42704301630000 Checkshot gevd vV R Tgs logdigi
42704301700000 Checkshot gevd \' R ihs logdigi
42704301770000 Checkshot gevd V R ihs logdigi
42704302760000 Checkshot tgs D R ihs logdigi
42704302770000 Checkshot gevd \' R ihs logdigi
42706301030000 Checkshot gevd \' R ihs logdigi
42706301070000 Checkshot tgs \' R ihs logdigi
42706301860000 Checkshot gcvd D RRC R ihs logdigi
427060003700 Checkshot gevd D R+D
427060013900 Checkshot gevd D R+D
427064027100 Checkshot gevd D R+D
427064010000 Checkshot gevd D R+D
42706401330000 [ Checkshot gevd D R+D
42603300230000 [ Checkshot gevd \' R+D
Checkshot Petrop | V R+D
hysics
42604300180000 inc
42604300190000 | Checkshot gevd vV R In house
42604300240000 | Checkshot NA \' R+D
42604300380000 | Checkshot gevd vV R In house
42605000170000 | Checkshot gevd vV R In house
42605300190000 | Checkshot gevd \' R+D
42605300200000 | Checkshot Gevd D ihs R+D
42605300240000 | Checkshot gevd D R+D
42605300250000 | Checkshot gevd D R+D
42605300350000 | Checkshot gevd \' R+D
42605301300000 | Checkshot gevd \' R+D
42606300110000 | Checkshot gcvd \ R+D
42703000310000 | Checkshot tgs \ R+D
42703300480000 | Checkshot gevd \% R+D
42703300760000 | Checkshot gevd \' R+D
42703301400000 | Checkshot gevd vV R In house
42703302010000 | Checkshot tgs \' R+D
42703302240000 | Checkshot gevd vV R In house
42704000690000 | Checkshot gevd \' R+D
42704300630000 | Checkshot tgs vV R In house
42704300680000 | Checkshot gevd \' R+D
42704300780000 | Checkshot gevd V R+D
42704300930000 | Checkshot tgs \' R+D
42704301730000 | Checkshot tgs \' R+D
42704301950000 | Checkshot Tgs \' R+D
42704302290000 | Checkshot gevd \' R+D
Checkshot Petrop | N R In house
hysics
42704302370000 Inc
42704302380000 | Checkshot gevd \' R+D
Checkshot Petrop | D R+D
hysics
42704302560000 inc
Checkshot Petrop | V R In house
hysics
42704302710000 inc
42706000150000 | Checkshot gevd D tgs R+D
42706000180000 | Checkshot gevd \' R+D
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42706000190000 | Checkshot gevd \' R+D

Checkshot Petrop | V R+D

hysics

42706000800000 inc
42706000950000 | Checkshot gevd V R+D
42706001330000 | Checkshot gevd \' R+D
42706300090000 | Checkshot tgs \' R+D
42706300300000 | Checkshot gevd \' R+D
42706300550000 | Checkshot gevd D tgs R+D
42706300770000 | Checkshot gcvd V R+D
42706300810000 | Checkshot gevd V R+D

Checkshot Petrop | V R+D

hysics

42706300910000 inc
42706300920000 | Checkshot gevd \' R+D
42706300960000 | Checkshot gevd \' R+D
42706301190000 | Checkshot tgs \' R+D
42706301400000 | Checkshot tgs D tgs R In house
42706301440000 | Checkshot gevd \' R+D
42706301520000 | Checkshot gevd V R+D
42706301570000 | Checkshot gevd \' R+D
42706301590000 | Checkshot tgs vV R In house
42706301620000 | Checkshot gevd D R+D
42706301770000 | Checkshot gevd N R+D
42706301920000 | Checkshot gcvd N R+D
42706301990000 | Checkshot gevd D tgs R+D
42708000760000 | Checkshot gevd \' R+D
42708300140000 | Checkshot gevd \' R+D
42708301010000 | Checkshot gevd D tgs R In house

Commercial 3D Seismic

In addition to well log data, the San Luis Pass Salt Dome (SLPSD) (Figure 8.5) area and a
broader region of the Texas State Waters were characterized by a regional dataset of
commercial 3D seismic data (Error! Reference source not found.) that was leased from SEI,
Inc. with substantial cost share benefit to the Study. The availability of the commercial 3D
seismic, provided substantially improved understanding of the subsurface to the Study’s

researchers.
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50
Kilometer

Figure 2.5: Location Map of the upper Texas coastal zone. Gray polygons in the onshore area represent urban areas, and the
black polygons include portions of the Houston metro area. Stippled polygons in the near shore waters define the areal

coverage of 3D seismic datasets leased for the current Study from SEI, Inc. Red triangles show locations of CO; sources.

2.3
Subtask 2.3: Best practices for site characterization

Database assembly and management
This task is a critical early step in any site geo-sequestration (GS) characterization effort, and
even though the majority of this activity occurs early in the process it continues throughout, as
new data may be discovered late in the area’s analysis. In addition, processing and
improvement of the existing data (e.g., digitizing, recognizing and excluding bad data points,
etc.) may (and often do) take place during mature stages of data analysis and interpretation.
Another important early task is to determine which subsurface geologic interpretation software
package or packages best meet the projected needs of the study. In the current study, we used
IHS Petra and Halliburton Landmark partly because of staff familiarity and expertise with the
software but also because the former has widely recognized and superior database capability
with well data and well-based interpretation; whereas, the former has similarly excellent seismic
data and interpretation module capacities. Many different commercial flow simulation packages
are available (e.g. Landmark Nexus; Schlumberger Eclipse, CMG GEM, TOUGHZ2 suite, etc),
and selection of a simulation package is dependent primarily on familiarity. VWhile most have
proprietary data formats, they accept common formats (e.g. well log LAS) during model building.
I. Data Acquisition
a. Well-related data (mostly wireline well logs and biostratigraphic tops)
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i. Determine data sources — There are generally two sources of well-based
data: 1) those archived and held by governmental bodies, which may be
available at no cost or at a nominal price, and 2) those data archived by
private vendors, which charge usually cost more. The latter data may
have already be improved or edited (*QC’d”) by the private vendors,
which may be a worthwhile investment versus conducting in-house QC.

1. Governmental — This can include national (e.g., U.S. Federal
government) and/or regional (e.g., U.S. States) departments or
agencies.

2. Industry (vendors) - Examples of these include international
vendors (e.g., IHS, TGS-Nopec) national (e.g., Drillinginfo) or
smaller regional / local companies (e.g., Pickering Enterprises,
“Palcon” biostratigraphic data).

ii. Acquire data — Once identified, acquisition of governmental data may
simply involve downloading the data to a local drive. Private vendor data
acquisition may be similarly easy, and customer support should be
available if problems are encountered. With governmental data user
assistance can be spotty, and extra time may be needed, which should
be recognized during project management planning.

1. Select interpretation software package(s) — If a software
interpretation package has not yet been selected, it should be
selected at this point because the following steps require it. If
digital (LAS — Log ASCII Standard) data are available, they are
preferable, albeit more expensive, because they can be much
more extensively utilized for quantitative log analyses. However,
the overwhelming majority of wells may only have raster images
available. Consequently, selecting an interpretation package that
can handle rasters is imperative. Rasters can still be used for
correlating and some quantitative analyses (e.g., “sand counting”).

2. QC data — quality control (QC) of the well data should always be
undertaken as soon as possible. Faulty data and/or poor data
quality can and often do negatively impact subsequent
interpretations often resulting in incorrect interpretations. Data QC
should be ongoing throughout the study and especially in the early
stages.

3. Load data — Ideally, all well data that are loaded into the selected
software interpretation package are QC’d before loading, but this
may not be practical. More typically, well data are loaded in their
“raw” form and QC is performed as interpretation progresses from
one geographic area to another.

b. Seismic data (2D and 3D)

i. Determine data sources — In general access to 2D seismic is easier to
access than 3D seismic data. Similarly, older data are more accessible
than newer datasets.
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1.

Public — Governmental agencies rarely have access to or own
seismic data, but it is worthwhile to at least check some of the
same agencies that archive or provide well data to the public. In
rare cases, universities in the region of interest have been granted
permission to use / share (usually older) seismic data.

Industry (vendors) — The overwhelming majority of seismic data
comes from private companies. If the study is working with a
petroleum company, that company is the first option; proprietary
data may be available. Otherwise, vendors of speculative (“spec”)
data will need to be consulted.

ii. Acquire data — Seismic data are almost always leased except in the case
of publically available data.

1.

Site Selection

QC data — Seismic data should be reviewed by experienced
geophysicists in order to identify non-geologic artifacts, which
could, otherwise, be misinterpreted as geologic features. If
necessary, should be re-processed as early as possible.

Select interpretation software package(s) — Several interpretation
packages are available. The three dominant “families” of seismic
interpretation software are Halliburton’s Landmark,
Schlumberger’s Petrel and IHS’ Kingdom, but there are others that
may be more cost-effective depending on the particular
requirements and needs of a project.

Load data — Data are usually loaded in “seg-y” format, but other
formats are available. In general, loading of seismic data is much
easier than loading of well data (e.g., wireline well logs,
paleontological data, etc.). There may be varying degrees of
difficulty with 2D seismic of different vintages, but commercial 3D
seismic data are very straightforward if a minimum amount of
information is included in the file.

a. Regional Geologic interpretation — Any site characterization study should
begin and progress with a good understanding of the regional geology. As such,
a robust regional geologic interpretation should be undertaken before site
characterization and selection.
i. Literature review

1.

Understand basin history — Geologic features that develop early in
a basin’s history of often affects younger geologic Systems in
predictable ways. Therefore, understanding the general basin
history can improve the interpretation of a specific site’s geology.

Understand fluid systems — The fluid system of a basin is
important in that it will impact the distribution of CO, after injection.
If the basin produces petroleum, the petroleum system can be
used as an analog. Understanding the shallow groundwater
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V.

systems is also important if shallow monitoring might be used
during/after injection.
Determine time-stratigraphic framework — Identify and incorporate
regionally significant and pertinent bio-chronozones as soon as possible
because they are critical for interpreting time stratigraphic units (i.e.,
versus lithostratigraphy, which can be misleading).
Select a time-stratigraphic model — The selection of a time-stratigraphic
model depends, to a large degree, on which of the main types of time-
stratigraphic surfaces (i.e., transgressive surfaces of erosion, sequence
boundaries or maximum flooding surfaces) is most readily identifiable. If
sequence boundaries are easily recognizable sequence stratigraphy is
preferable. If not, genetic stratigraphy should be considered. Similarly, if a
fine-scale stratigraphic will ultimately be needed, sequence stratigraphy is
preferable. If a coarser scale stratigraphic framework is acceptable either
model can be used. In some basins transgressive surfaces are most
prominent. Ultimately, the choice can be informed by a clear
understanding of the available choices (Catuneanu et al., 2009)
1. Sequence stratigraphy (Mitchum et al., 1977; Vail and Mitchum,
1977)
2. Genetic stratigraphy (Galloway, 1989)
3. Combination?
4. Other?
Determine tectonic and structural framework — As with selection of a
stratigraphic model, understanding the basic tectonic framework of a
basin is fundamental to an understanding of important structural elements
that can have a significant impact on retention, attenuation or non-
retention of injected CO,. Following is a non-exhaustive list of items that
should be understood in order to determine the viability of a region and
site for engineered CO, storage.
1. Dominant tectonic trends
a. Active vs. passive margin
b. Compressional vs. extensional terrains
c. Mobile substrate present? If so, type is:
i. Salt?
ii. Fine-grained clastic (“shale™)?
2. Dominant deformation type
a. Folding (type and prominence)
b. Faulting (type and prominence)
Identify / analyze prospective regional units
1. Reservoirs (regional saline aquifers)
a. Below supercritical CO, depth?
b. Above over-pressure depth?
i. Analyze reservoir data
1. Porosity
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2. Permeability
3. Salinity
c. Calculate regional static capacity
2. Confining systems (seals)

a. ldentify available rock samples — Rock samples of
confining zones (e.g., mudrock units, evaporates, etc.) are
often difficult to obtain because the petroleum industry,
from which a large proportion of whole rock samples
(cores) come, has historically taken cores of reservoirs but
not seal units. Nonetheless, some samples are available. If
outcrops are available, use them keeping in mind that
many facies of confining zone units can be easily altered
by near-surface environments and may, consequently, be
very different (e.g., mineralogically) in the deep
subsurface.

b. Analyze samples — The list below provides some examples
of the analyses that can be used to gauge the potential
suitability of confining units before new wells are drilled.
Each analysis can be qualitatively or quantitatively related
to retention potential.

i. Capillary pressure properties (mercury intrusion
capillary pressure analysis — MICP); These can be
converted to CO, column height retained for the
site of interest.

ii. Scanning electron microscopy (e.g., argon-ion
milled).

iii. Clay alignment (e.g., high-resolution X-ray texture
goniometry).

b. Determine potential “play” types — Using the oil and gas industry’s “play”
concept, determine possible geologic scenarios in the region of interest that
might trap and retain CO, for the amount of time required (usually hundreds to
thousands of years) as part of the project permitting process.

i. If available, use petroleum fields as analogs
1. Trap styles

a. Structural (e.g. antiform, fault)

b. Stratigraphic (e.g. lateral facies change)

c. Combination

d. Fluid drive types

i. Open system (preferable)

i. Closed/Compartmentalized system  (capacity-
limiting parameter)

2. Field sizes
a. Statistically analyze accumulations
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i. Known accumulations of gas and/or oil provide
some basis for which seal quality and storage
volumes may be assessed. Creating a cumulative
distribution (CDF) plot of field sizes will highlight the
largest field sizes that occur naturally, and the
intended storage volumes can be compared.

ii. If no petroleum production history, determine the reason — May require
examination and evaluation of surface outcrops, stratigraphic test wells,
water industry data, acquisition / analysis GS-specific exploratory data
(e.g., new wells, seismic data), etc. Primary reasons often relate to non-
mature source rock or bypass during hydrocarbon migration.

1.

Frontier area / lack of exploration? — In frontier areas with little or
no petroleum exploration, items number 2-5 (immediately below)
should be evaluated as precisely as possible despite (because
of?) the attendant lack of petroleum industry related data.
Lack of hydrocarbon source? — Some basins have no organic-rich
hydrocarbon source rock (e.g., high, total-organic-carbon units), or
if one or more units does/do exist, they have not undergone the
necessary conditions to generate hydrocarbons (Waples, 1980).
Good GS candidates may, nonetheless exist.
Lack of confining system? — If so, is this the capacity-limiting
parameter? Good GS candidates may, nonetheless exist.
Lack of reservoirs? — If so0, is this the capacity-limiting parameter?
Have potential reservoirs been overlooked? Good GS candidates
may, nonetheless exist.
Breaching of traps? — If so, is this the capacity-limiting parameter
a. Post petroleum migration trap breaches — subsequently
“healed?” Good GS candidates may, nonetheless exist.
b.

c. ldentify leads (areas with good potential for CO, geo-sequestration) — These
are specific areas that exhibit positive GS potential in terms of reservoir,
confining system, structural configuration stratigraphic composition and/or
reservoir drive. Closely examine the /ead area based on the GS potential,

d. Select sites (prospects) from the most promising leads. Ranking of these sites
may be achieved for a given set of priorities (e.g. volume, security, monitoring).

lll. Characterize site(s) (prospects)
a. ldentify risks (iterative tasks with geologic characterization of site, below). An
example of risk assessment is provided by the ‘Bowtie’ method (e.g. Tucker et

al., 2013).

i. Environmental/geologic

1.

Top seal
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2. Fault seal
3. Injectivity
ii. Infrastructure
1. Pre-existing well bores
2. Pipelines
iii. Economic
1. CCUS opportunities?
2. Conveniently located relative to anthropogenic source(s)

b. Interpretlocal well data
i. Stratigraphic
1. Incorporate biostratigraphic data
2. ldentify time-stratigraphic surfaces
a. Sequence boundaries
b. Marine condensed section / maximum flooding surfaces
3. lterate with seismic interpretation (if available)
ii. Structural
1. ldentify fault cuts in wells
2. lterate with seismic interpretation (if available)

c. Interpretlocal seismic data (time domain)
i. Pick/ map significant seismic reflections
1. Generate time horizons
ii. ldentify / define faults
ii. lterate with well log interpretations
1. Digitize well logs (LAS — log ASCII standard) if not already done
2. ldentify (purchase if necessary) well-based time-depth data
a. Acoustic (sonic) well logs
b. Check-shot data
c. VSP (vertical seismic profiles)
3. Generate time-depth tables

a. Associate with wells of utilized well logs

b. Associate time-depth tables with nearby wells
4. Import well logs into time domain.

a. Compare well-based time-stratigraphic horizons (sequence
boundaries & maximum flooding surfaces) with seismic
dataset.

b. Iterate - adjust wells’ time-depth tables to match seismic-
based with well-based interpretations.

d. Convert seismic to depth
i. Generate velocity model — utilize well-based time-depth data
ii. Apply to time volume — generate depth volume
ii. Iterate
1. Load original (depth domain) well log data.
2. Adjust or discard data from obvious data busts.
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IV.

3. Update velocity model until satisfied.

e. Generate volumetrics (depth volume)

i. Map top and base of potential reservoirs, typically using seismic
amplitude minimums, maximumes, or crossovers, as suggested by well log
correlation.

ii. Determine area and porosity.

iii. Map projected CO; densities at reservoir depths.

f. Generate static geo-model

i. Use mapped horizons (converted from time to depth) as a framework for
discretizing/gridding reservoir volume.Selection of cell size is dependent
on volume of interest and computational resources. In general coarser
cell sizes allow faster run times, at the expense of spatial resolution.

g. Generate fluid flow model

i. Injection schedule: determine injection rates for individual wells, which
may require some iteration. Typically wells are assigned either a constant
rate or constant downhole pressure.

ii. Boundary conditions: Arguably the most important decision related to
simulation, as it is generally unknown at the scales of most models. Well
tests (e.g. pressure fall off) are typically sought to inform this decision.
Prior production pressure history may also inform this decision, if the site
had prior production data.

iii. PVT table: Pressure-volume-temperature data are needed for multi-phase
and compositional simulators. The research literature (e.g. Duan and
Sun, 2003) provide standard equations of state that are generally used for
CO; -brine systems. Other PVT tables are available for systems
incorporating hydrocarbons, and most simulators provide their preferred
PVT tables.

iv. Multiple realizations: Significant geologic uncertainties generally exist,
which can be explored with multiple realizations (e.g. stochastic) and
sensitivity analyses (single- or multi-parameter). It is important to bound
the range of anticipated performance, and to identify which parameters
are most influential for simulation results.

h. Determine local capacity (according to preferred models / algorithms)

i. Static - in local area use, for example, methodology of Wallace et al.
(2014) or Brennan et al. (2010).

ii. Dynamic (determine pressure regime — fluid drive — open/closed system).
This is a result that comes either from analytical solutions (relatively fast)
or detailed fluid flow modeling (as in part g, above).

Approve or Reject Site
a. Meets capacity cutoff in anticipated timeframe?

b. Acceptable risk profile?
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i. Pressure evolution through time vs. fracture pressure.
ii. Potential long-term migration and trapping mechanisms (i.e. structural,
residual, local capillary, dissolution, mineralization).
c. Monitoring needs met? (not considered in this workflow)
d. Project costs acceptable? (not considered in this workflow)

Task 3.0: Capacity Estimates (Site)

3.1 Task 3.0: Capacity Estimates (Site)

Following is a total Miocene capacity estimate for the study area. This work was the basis for a
subsequent peer-reviewed publication (Wallace et al., 2014). The workflow used to generate a
regional capacity estimate for the study area required integration of a number of geological,
geophysical, geochemical, and engineering tasks that culminated in application of the Goodman
et al. (2011) capacity methodology to estimate a total CO, storage capacity of 86
Gigatonnes.

'"The equation used to calculate capacity is:

Geoz = At hy @t pcoz Esaine (tonnes or metric tons),
where

A = geographical area defining region of CO, storage

hy = gross formation thickness

@, = total porosity

Pcoz = density of CO2 estimated at temperature and pressure of anticipated storage
(reservoir) conditions

Esaine = CO2 storage efficiency factor.

An explanation of the equation and the determination its variables’ values follow:

Workflow

The entire workflow involved multiple stages of data acquisition, database construction and
geologic / geophysical interpretation. Steps 1 — 10 (below) were mostly completed prior to the
current reporting period, but minor parts, thereof, were finalized at the beginning of the period.
As such, most have been reported in previous quarterly and annual reports, but are reiterated
here for the sake of clarity and completeness.

1)

2)
3)
4)
S)

6)

Constructed Petra data base consisting chiefly of well data, micropaleontologic data
(‘paleo’), and geophysical well logs (raster images and LAS (log ascii standard) curves).
Utilized paleo data to define Miocene stratigraphic boundaries.

Correlated top and base of Miocene in well logs guided by paleo data.

Tied key wells to 2-D seismic lines and interpreted Miocene stratigraphic horizons.
Integrated well log tops and to 2-D seismic horizons to define top and base Miocene
structure and made respective structure maps.

Determined net reservoir sandstone cutoffs of spontaneous potential (SP) and gamma ray
curves (GR) from core calibration.
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7) Performed net reservoir sandstone counts from raster logs and made automated LAS sand
counts within Miocene stratigraphic boundaries.

8) For LAS curves, performed cursory petrophysical analysis for normalizing SP and GR, and
calculated porosity from bulk density (RHOB), and sonic (DT) curves.

9) Performed reservoir summation to count permeable net sandstone (from both raster and
LAS) and determine average porosity within the sand units (from LAS only).

10) Made a regional Miocene net sandstone reservoir isopach map from net reservoir
sandstone count results (from both raster and LAS).

11) Made a regional Miocene average porosity isopach map from average porosity results (from
LAS only).

12) Constructed a CO, density vs. depth curve from regional pressure and temperature trends

13) Made a regional Miocene CO, density map from CO, density vs. depth curve.

14) Determined effective top and base suitable for CO, sequestration from regional pressure
and temperature data and used these structural surfaces (i.e., maps), which are sub-parallel
to, but slightly cross-cut Miocene stratigraphic horizons, to define the Miocene (Geological
Sequestration Unit (GSU).

15) We applied the NETL-MIT capacity calculation equation (MIT, 2010) to the Miocene GSU,
and made a map of CO, capacity per square mile.

16) Finally, to obtain total Miocene capacity in the project area, we summed the capacity per
square mile values.

The details of these workflow tasks and results are presented and discussed below.

Data Base

Initial information regarding Miocene chronostratigraphic units, outlines of major regional faults
and other data was obtained from the Gulf Basin Depositional Synthesis (GBDS) consortium,
University of Texas Institute for Geophysics (UTIG).

The digital data base was constructed in Petra, a PC-based subsurface analysis application
(http://www.ihs.com/products/oil-gas-information/analysis-software/petra.aspx). as a platform for
integrating and interpreting data over the Texas State Waters and adjacent onshore and
Federal OCS acreage (Figure 3.16). The main well data sources were IHS Energy, BOEMRE
(formerly MMS) and DirillingInfo. We have obtained well data from over 80,000 wells, including
approximately 25,00 in the Miocene mapping area in and adjacent to Texas State Waters on the
GOM inner shelf.

Micropaleontologic data (a.k.a. paleo), were gathered from John Pickering’s PalCon 1 (onshore
Texas coastal plain) and 2 (Texas State Waters) data base, the Jack Colle Collection (BEG), as
well as the extensive BOEMRE (formerly MMS) paleo data base available for the immediately
adjacent Federal OCS.

We obtained geophysical well logs from 5507 wells (5215 with raster images, 672 with LAS
curves). Primary sources for the well logs were the Texas General Land Office (GLO),
Drillinglnfo, IHS Energy, A2D-TGS Nopec, and BOEMRE (formerly MMS).

ION Geophysical's GuIfSPAN MERGE 2-D seismic data set was utilized to provide continuous,

interwell horizon correlations, fault interpretations, and seismic stratigraphic information to
supplement the log and paleo data.
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Figure 3.1: Approximately 25,000 wells shown in Texas State Waters Miocene Mapping Area. Main well data sources were
IHS Energy, BOEM (formerly MMS) and DrillingInfo. Color-code indicates types of data available for specific wells shown.

Stratigraphic Framework

In order to determine gross formation thickness (hg) for the capacity calculation equation, it was
necessary to first define the stratigraphy of the pertinent Miocene geologic section. The initial
mapping phase included construction of structure top and base of the Miocene. The maximum
flooding surface (MFS) associated with the Anahuac Shale is marked approximately by the
Heterostegina sp. benthic foraminiferal (foram) zone. In addition, the Anahuac itself is typically
readily identified as the thick, continuous shale above the Frio Formation (Oligocene) and easy
to correlate in the lower coastal plain and innermost shelf, particularly up-dip of major growth
faults. Down dip, in more basinward offshore positions, the upper Oligocene and lower Miocene
section, including the Anahuac thicken dramatically making it more difficult to pick the MFS.

We used the MFS associated with the paleontological markers Robulus “E” and/or Bigenerina
floridana / "A" benthic foram markers to define top of the Miocene as per Lawless et al. (1997);
Witrock (2002), and Hentz and Zeng (2003). The approximate top of Miocene MFS is not as
well developed and thus not as easily picked as the base (Anahuac). However, we were able to
correlate both the top and base Miocene with a reasonable degree of confidence by careful
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examination of the wireline logs with paleo ties in cross sections and correlating the respective
log signatures to wells with no paleo control. The fully interpreted cross section shown in Figure
3.2 below is an example that has been interpreted using this methodology.

Qffshore GOM Miocene Regional Assessment, CO2 Sequestration Potential
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Figure 3.2: The top of Miocene horizon is shown in green, the base of Miocene in purple and selected net reservoir sandstone
intervals are highlighted in yellow.

Structure Maps

The paleo-guided wireline top and base Miocene interpretations were initiated in the raster log
data set; these interpretations have also been extended to include wells for which digital LAS
log curves were available. The structural depths to top and base Miocene picks from both raster
and LAS data sets were used to construct depth maps such as the one shown in Figure 3.3 of
the area of interest (study area) analyzed for CO, capacity.
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Figure 3.3: Map of true vertical (TVD) to base of Miocene (Anahuac MFS) in the area of interest (i.e., study area). The
structure map is based on log picks from 3008 wells. Contour interval is 500 feet.

Petrophysical Analysis
Net Reservoir Sandstone Interpretations

SP curves were used in lieu of Gamma Ray curves as they are more abundant in the data set.
Furthermore, the gamma ray does not differentiate between porous, permeable and tight (low-
porosity, impermeable) sandstone and thus, is less useful for making pore-volume dependent
resource estimates.

We counted net permeable reservoir sandstone from SP in two ways: (1) direct interpretation
from raster images and (2) automated summation from normalized vector curves (LAS). In both
cases, we used a guideline cutoff, beyond which, the SP deflection from a “shale base line”
(Schlumberger, 1998a, p. 3-5) was sufficiently negative to indicate permeable sandstone. The
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cutoffs for the raster sand counts were more subjective than those for the LAS curves because
the interpretations SP readings directly from raster images are non-normalized and the
interpreter must choose a cutoff or even multiple cutoffs within a given well, such that most of
the obvious permeable sandstone can be differentiated from the impermeable rocks below the
“shale base line” (Schlumberger, 1998a). Further, the cutoff line was used as a guide rather
than a strict quantitative boundary, since the tops and bases of individual sandstone beds are
marked by inflection points in the curves that are dependent upon bed thickness (e.g.,
Schlumberger, 1998, p. 3-4, Fig. 3-3). Although inflection points are typically very close to a
given cutoff, they are frequently not exactly aligned with them such that the summation of net
reservoir sandstone picked by raster inspection may vary slightly from that summed using the
LAS curve of the same SP log. These differences are essentially negligible so we used LAS SP
curves to automate the net reservoir sandstone picking process where data was available
because it is much faster.

(1) Net Reservoir Sandstone, Raster Logs.--In wells with raster logs that span the entire
Miocene, net permeable reservoir sandstone intervals were picked according to a previously
defined methodology in which a simple normalization is calculated and net permeable reservoir
sandstones were picked at inflection points in the SP curve using a cutoff. Figure 3.4 shows the
net permeable reservoir sandstone values from 1009 wells for which raster SP curves were
available over the entire Miocene interval. The net permeable sandstone composes one portion
of the variable, hg, in the capacity calculation equation.

40



OF ECONOMIC GEOLOGY|

[ re—

H g W R B AR
ey — -

Gut of Mexco Bamn

Miocene Regional CO2 Assessment
Net Sand from SP over
Miocene Interval

[ | R % ]
MLES
POMASS D
Bt s P corves 0 1 (08 ot wns b Sarain o bt
Gt W e S e B Lt W B ] bk o M

By Sarshae Vishoce

Figure 3.4: Net reservoir sandstone map for the Total Miocene interval summed from raster log interpretations from 1009
wells.

SP curves on raster logs are frequently not directly comparable to one another because
differences in scales and vertical resolution make it difficult to pick net permeable reservoir
sandstone in a consistent way. We developed a method using a core-log calibration as well as
raster logs from various (uncored) wells that had differences in SP scale and/or resolution. The
approach is to compute a simple normalization using a thick shale interval to define a maximum
SP value and thick, permeable sand packages to define a minimum SP value and then apply an
empirical equation to determine the SP cutoff for a particular well. The method requires that the
available SP curve in the raster image covers a sufficiently large depth interval to represent
enough geologic variation for determining SP,,., and SP,,, , and that the image has a legible
scale.

Workflow steps:
(1) Make sure the log has been straightened and calibrated before proceeding.
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(2) Identify thick (>20ft) shale intervals in the log until you find the one with the
highest average SP value (deflection to the left); that value defines SP,,,, for the
well. Limit your ‘shale interval’ search to shale packages that are present within
the interval containing your targeted sandstones.

(3) Define SP., by applying a similar process; look for a thick (>20ft), blocky
sandstone package with the lowest average SP value (deflection to the right).

(4) Using the previously obtained values for SP., and SP... determine the
normalized cutoff value through the empirical equation from core-log calibration:
SPnetres = (SPmin + SPmax) *0.53

(5) Finally, pick the net permeable reservoir sandstone intervals using the SPietres
cutoff. Rather that picking all sands at the intersection of the SP curve and the
Pay Pick Cutoff Indicator, use the Pay Pick Cutoff Indicator as a requirement for
sands eligible to be counted. That is, if a sand layer exceeds the cutoff indicator
in the negative direction, it can be counted; if not then it is ignored. To count the
eligible sands, select the inflection points of the SP curve with the “Start Picking
Pay Intervals” tool. In order to expedite the process, do not distinguish sand
bodies as separate if the intervening shale layer does not produce an SP
signature sufficient to cross back over the Pay Pick Cutoff Indicator. Examples
are shown below in Figure 3.5.

(a) Correct (b) Incorrect (c) ‘LAS”
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Figure 3.5: lllustrations of application of SP net permeable reservoir sandstone interpretation methodology. (a) Correct
application: picked at inflection points that occur very near the SPnetres cutoff (vertical magenta line). (b} Incorrect
application: Strict adherence to inflection points overcomplicates sandstone reservoir complexity. (c) “LAS”: Picked strictly at
intersections of the SP curve and the SP, .. cutoff (rather than at inflection points) results in a mechanical pick that is
essentially the same way SP net permeable reservoir sandstone would be picked using computer automation on an LAS
curve. Note that the differences between (a) and (c) are negligible.

Some SP logs contain scale changes that occur within the interval of interest. If the scale only
changes once or twice, it is possible to simply use the workflow above separately, over each
interval of consistent scale. If SP scale changes are very frequent, it may be necessary to omit
the well/log from the analysis.
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(2) Net Reservoir Sandstone Interpretations, LAS curves.--Spontaneous potential (SP) or
gamma ray (GR) logs were used to estimate net sandstone. SP provides the most useful
estimate because it qualitatively indicates permeable sandstone. The GR curve is better than
SP for estimating total sandstone volume, however, the GR does not differentiate between
permeable and “tight” (impermeable) sandstones that contain non-clay, pore-filling cements that
diminish porosity and permeability. Because of this difference, SP curves were used where
available to estimate net permeable reservoir sandstone in our analysis of CO, capacity.

SP curves were first straightened along a shale baseline in order to eliminate drift. Then the SP
curves were normalized by applying a shale volume model that converts the SP curve response
into a shale percentage ranging from 0% to 100% after “100% clean sand” and “100% shale”
parameters are defined:

Equation 3.1-1

VSHSP = ( SP - SPCL ) I( SPSH - SPCL ),

Where,

VSHsp = Shale volume from the SP curve

SP = SP curve reading (input)

SP¢. = SP reading in 100% clean sand (constant)

SPsy = SP reading in 100% shale (constant).

Likewise, for wells lacking SP curves, the GR was substituted in a similar fashion (Equation

3.1-2 and Equation 3.1-3), using a similar shale volume method, with the addition of the non-
linear Tertiary correction.

Equation 3.1-2

IGR = ( GR - GRCL ) I( GRSH - GRCL ),

Where,

Icr = Gamma Ray Index: Intermediate calculation of shale volume from the GR curve
GRcL = SP reading in 100% clean sand

GRsy = SP reading in 100% shale.

Finally, the Tertiary non-linear correction (Larinov, 1969; Dresser, 1982; Asquith and Krygowski,
2004) was applied:

Equation 3.1-3

VSHgre =0.083 * ( 2**(3.7* Igr) - 1)
Where,

VSHgre. = Shale volume from the GR curve, corrected for overly optimistic non-linearity of
Equation 3.1-2.
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(3) Net Reservoir Sandstone Summation.—After determining permeable net reservoir
sandstone in wells containing pertinent data (raster or LAS as described above) we summed the
total footage of all the defined intervals as permeable net sandstone (total thickness in feet).
The net reservoir sandstone values were gridded and contoured: Figure 3.4 is the resulting
Miocene net reservoir sandstone map.

Porosity Estimates

Porosity, @ , is one term in the capacity calculation equation. In order to determine porosity,
well log based porosity data were used. Vector (LAS) porosity curves covering all or most of the
Miocene interval were available for 86 wells in the mapping area (Figure 3.6). Sonic porosity
was the favored measurement for the Miocene average porosity estimates because of the
greater number of wells for which sonic data were available and also because sonic logs are not
as affected by borehole rugosity as are density logs. Raster image porosity logs were also
available for additional wells, but due to time/cost constraints were not utilized for porosity

mapping.

Sonic porosity was calculated using the empirical, core-calibrated equation of Raymer et al.
(1980):

Equation 3.1-4
PHIS = 0.67* (1- (DT /DT))
Where,

PHIS = Sonic porosity (output)

DT = Sonic log reading (input; p-sec/ft))

DTw = Sonic delta-t constant for rock matrix (sandstone = 55.5 p-sec/ft)
DTg = Sonic delta-t constant for fluid (salt water = 189 p-sec/ft)

Density porosity was calculated using (Schlumberger, 1998b, p. 5-12):
Equation 3.1-5

PHID = ((RHOB - RHOy) / (RHOfr.- RHOW) )

Where,

PHID = Density porosity (output)

RHOB = Bulk density log reading, g/cc (input)

RHOW = Matrix density constant, (input; sandstone = 2.68 g/cc)
RHOg = Fluid density constant, (input; brine = 1 g/cc)
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Figure 3.6: Location map showing the 86 wells for which LAS porosity curves were available over the entire Miocene interval.
Blue and purple wells represent raster logs with density or sonic curves and orange and red wells represent LAS logs with
density or sonic curves.

Porosity Summation — After calculating porosity from LAS curves, we performed an automated
reservoir summation to calculate the average porosity within intervals previously defined (by
raster or LAS methods described above) as permeable net reservoir sandstone over the entire
thickness of the Miocene. The average porosity values were posted, gridded and contoured.
The resulting Miocene isoporosity map is shown in Figure 3.7.

45



4

-

B8
2 R

Percent Porosity
8
*#

n
ds
Ed

| N

BUREALI OF ECONOMIC GEOLOGY]

Gulf of Mexico Basin
Miccene Regional CO2 Assessment
Average Porosity in
Miocene Sand ‘
: ] = 2 &
MIES
| [T |

s

Figure 3.7: Isoporosity map, entire Miocene interval. Porosity derived from LAS curve analysis of average porosity from net
permeable reservoir sandstone intervals from 86 wells shown in Figure 3.6. Cl = 2% porosity units.

Capacity Calculation Interval

In order to calculate capacity, a gross formation thickness, hy, is required for the capacity
calculation equation. Though we have studied the entire Miocene interval, the capacity estimate
considers only the portion that is suitable for CO, sequestration. Figure 3.8 is a map of the
surface representing the top of overpressure in and immediately adjacent to the Study area. The
top of overpressure defines, in part, the lower boundary of the capacity calculation interval. In a
cross sectional view, the top of overpressure is schematically shown in Figure 3.9 (blue—top of
overpressure). In some areas, the Anahuac maximum flooding surface (MFS) (Figure 3.9) is
shallower than the top of overpressure. If that is the case, the Anahuac MFS defines the base of
the capacity calculation interval. Therefore, the base of the capacity calculation interval is
defined as the top of overpressure or the Anahuac MFS, respectively, whichever is shallower,
and Figure 3.10 is the resulting depth map representing the base of the capacity estimation
interval.
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Figure 3.9: A schematic dip-oriented cross section showing the top (cyan—3300-ft constant depth) and base of the interval
used for capacity calculations.
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Figure 3.10: Base of capacity calculation interval defined as the top of over pressure or the Anahuac maximum flooding
surface, whichever is shallower.

The upper boundary of the capacity calculation interval is defined as the depth at which CO, is
entirely supercritical. From a CO, density vs. depth plot (Figure 3.11, far left), the upper
boundary is determined to be 3,300 ft (1km) (i.e., below the inflection point of the curve in Figure
3.11where the rate of change of CO, density decreases and stabilizes with depth). Figure
3.11shows temperature and pressure trends within the Miocene section of Texas State Waters.
These data were collected from 93 temperature measurements from well logs and 198 average
reservoir temperature and pressure measurements from the Atlas of Northern Gulf of Mexico
Gas and Oil Reservoirs (Seni et al. 1997). The average temperature trend with depth and
hydrostatic pressure gradient were input into the Peng-Robinson equation of state (Peng &
Robinson 1976) to solve for CO, fluid density with depth. The program ThermoSolver was used
to quickly automate the Peng-Robinson equation of state (Barnes & Koretsky 2003). The
density trend shown on the far right of Figure 3.11 was applied to the structural midpoint of the
capacity calculation interval
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Figure 3.11: Plots of temperature and pressure, respectively, versus depth and resulting (far right) CO2 density vs. depth
curve for the Miocene in the mapping area.

The density of CO2 is calculated using one of two polynomials derived from the Fluid Density
vs. Depth plot (Figure 3.11). Each polynomial describes a portion of the curve within a given
depth interval. The equations used are:

For 2,000-5,000 feet:
p =21.105x"* - 311.51x% + 1637.3x° - 3449.5x + 2665.6

For 5,000-10,000 feet:
p = 475X - 14.27% + 147.71x + 154.92

where:
p = density
x = depth

The input depths for the fluid density vs. depth equations (x values) used in this study comprise
the depth midpoints of the capacity calculation interval (in a 1 mile x 1 mile grid) and are
calculated as follows:

Input depths = (top of interval / base of interval)/2.

The resulting map of CO- density distribution (i.e., the variable pco> of the capacity calculation
equation) is shown in Figure 3.12.
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Refinement of Net Reservoir Sandstone Map.—The net reservoir sandstone map shown in
Figure 3.5 was trimmed to exclude sandstone bodies -- and thus pore volume -- above 3,300
feet and beneath the base of the capacity calculation interval (Figure 3.10). Using these refined
interval boundaries, the net sand counts were recalculated and mapped (Figure 3.13). The map
in Figure 3.13 constitutes the gross formation thickness value, hy, for the capacity calculation
equation, Equation 6.
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Figure 3.13: Refined net reservoir sandstone map (i.e., hg). Original map (Figure 3.5} was trimmed to exclude sandstone
bodies -- and thus pore volume -- above 3,300 feet and beneath the base of the capacity calculation interval (i.e., top of

overpressure or Anahuac MFS, whichever is shallower).

Capacity Calculation

As previously stated, in order to calculate capacity we applied the NETL-MIT capacity
calculation equation (MIT, 2010) to our data set,

Equation 3.1-6

Geoz = At hy @ pcoz Esaine (tonnes or metric tons),

where

A = geographical area defining region of CO, storage
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hy = gross formation thickness
@, = total porosity
Pcoz = density of CO2 estimated at temperature and pressure of anticipated storage (reservoir)

conditions

Eqaine = CO2 storage efficiency factor.

We populated the NETL-MIT Goodman et al. (2011) equation in the following manner (Table
3.1.1) using many of the intermediate results we have discussed and illustrated above:

Table 3.1.1: Parameters used to populate the NETL-MIT (MIT, 2010) capacity calculate.

Parameter Description Grid or numerical used in this
study
A Geographical area defining region of | Grid size = 1 mile?
t CO2 storage Total area = 14,467 mi?

. . Refined net reservoir sandstone map
hg Gross Formation Thickness (Figure 3.13)
O Total Porosity Isoporosity Map (Figure 3.7)

Density of CO2 at reservoir . :

Pcoz conditions CO; density map (Figure 3.12)
= CO2 storage efficiency factor Erso = 0.03 (based on historical usage

in the Natcarb Atlas)

The resulting maps shown in Figure 3.14 and Figure 3.15, respectively, show the CO- storage
capacity per square mile over the project area and a detailed view illustrating individual 1 mi® x 1
mi? capacity grid cells. Each grid cell was summed over the 14,467 mi? project area resulting in
a total Miocene storage capacity value of 86 Gigatonnes.
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Figure 3.15: Detail from map of capacity per square mile in part of the Miocene mapping area.
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3.2
Subtask 3.1: Coordination with NATCARB database

Coordination with the NATCARB Atlas and database comprised contributions to Atlases
IV and V and uploading of data generated by the project. Contributions to Atlas IV
included the Study’s summary page (Figure 3.16) and, in addition, the maps and
capacity estimates presented in Task 3.0 of the current report.
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Figure 3.16: The current Study's summary page in NATCARB Atlas IV.

The contribution to NATCARB Atlas V consisted only of the study’s summary page
(Figure 3.17) as the capacity estimates from Atlas IV did not change.
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Figure 3.17: The current Study's summary page in NATCARB Atlas V.

4
Task 4.0: Injectivity (Site)

4.1
Subtask 4.1: Data collection / Analysis

The whole rock cores and core samples collected for analysis of injectivity often also
served as datasets for Subtask 5.2 “Caprock Seal Capacity.” Therefore, even though
specific samples belonged to a caprock interval or a reservoir unit, it was sometimes
difficult to separate the analyses thereof as they belonged to the same whole core.
Consequently, the reader may notice some overlap between the current Task (4) and
Task 5.

Information on whole rock cores and drill cuttings from State of Texas Submerged Lands
and adjacent coastal areas was obtained from the Integrated Core and Log Database
("IGOR”) of the Bureau of Economic Geology’s Core Research Center (CRC) and
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Houston Research Center (HRC). Cores were examined and described at the CRC
(Figure 4.1)

Figure 4.1: Dr. Jiemin Lu (left) and Dr. Tip Meckel (right) examining a Miocene age core at the Bureau of Economic
Geology’s Core Research Center (CRC) in Austin, TX.

A core of Miocene age rock from High Island well 24L #9 (API 427083031600) was
identified and examined. The core extends from 8401 to 8761 feet for a total of 106 feet.
The top of the core comprises 45 feet of calcareous mudstone. The extremely fissile
mudstone is interpreted as marine shale. Below the shale are 37 feet of medium to
coarse-grained sandstone, which is interpreted as fluvial channel deposits. Below the
sandstone are 24 feet of interbedded shale and fine-grained sandstone of delta front
deposits. The core mainly contains fissile shale and loose sandstones and is preserved
in epoxy, which unfortunately makes it difficult to generate a detailed core description.

Seventeen samples were taken from the core for thin section, XRD, SEM, and other
analyses. Epoxy-intruded core samples are not suitable for mercury intrusion capillary
pressure (MICP) testing and porosity/permeability measurements. Samples for XRD
analysis were prepared using wet-grinding in a MicroNising mill and spray dried.

An approximately 300 ft. core (6290 to 7480 ft depth) of Miocene age rock from Shell
A:P Haury #3 well was examined and described. The recovery rate for the core was
approximately 30%. The core comprises mudstone, siltstone and thin beds of fine-
grained sandstone interpreted as deposits from a shoreface and estuarine depositional
system. Thirteen samples from the Haury #3 were taken for XRD, SEM, high-resolution
X-ray texture goniometry and MICP analyses. Fifteen core plugs of sandstone were
taken for permeability and porosity analyses in addition to XRD and thin section
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analyses. XRD analyses are underway and some quantitative results of mineralogy were
acquired.

A core of Miocene age rock from the West Hastings Unit #7918 (core depths 5870 to
5950 ft.) comprises mainly medium-grained sandstones (interpreted as distributary
channel fill) with interbedded mudstones (overbank and channel abandonment
deposits). The core is preserved in resin and is not available for sampling.

Two other cores were identified and obtained from the BEG’s HRC. They are from wells
OCS-G-3733 A-6 and OCS-G-4708 #1, near Matagorda Island, in Federal waters just
outside the State / Federal boundary off middle Texas Coast. Figure 4.2 shows the
locations of the cores examined in the last quarter of 2010 as well as the two OCS wells.
The cores were examined and logged in the first quarter of 2011.
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Figure 4.2: Location map of cores of Miocene age rock identified examined or requested during the last quarter of
2010.

The two cores mainly contain fine-grained sandstone facies that are interpreted as delta
front deposits (Figure 4.3). The sandstone facies alternate with mudstone and siltstone
that are interpreted as pro-delta deposits. The core of OCS-G-4708 #1 ranges between
10577 to 10622 feet with poor core recovery < 50%. The core mainly contains 15 ft
(distributary channel) sandstone, which is overlay by a package of mudstone
interbedded with fine-grained sandstone deposited in interdistributary bay environment.
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Figure 4.3: Uniform fine grained sandstone, 9128 ft, Well OCS-G-3733 A-6, Matagorda Island.

A total of 41 samples were taken from the cores for thin section and XRD mineralogical
analyses. Twenty four plugs were drilled and ten sandstone plugs representing a variety
of microfacies were selected for porosity/permeability tests. Eight mudstone samples,
representing lithologies of potential seals were selected for mercury intrusion capillary
pressure analyses. The sandstone and mudstone samples were sent out for analysis.

In addition to the OCS wells’ samples, thin sections of samples from High Island 24L#9
(Figure 4.1) are being examined. Preliminary results show high porosity of the
sandstones in the core (Figure 4.4). As Figure 4.4 demonstrates, primary pores in the
fine-grained sandstones are mostly preserved. Quartz and calcite cementation is limited.
Secondary pores derived from feldspar dissolution further enhance porosity.

The mudstone overlying the sandstones has very low porosity and contains high
abundance of clay; XRD (X-Ray Diffraction) mineralogy indicates up to 40% clay content
(Table 4.1.1) (Figure 4.4). XRD analyses show that the volume of calcite in the
mudstone (Figure 4.5) is greater than 10 % (Table 4.1.1). Thin section examination
indicates that most of the calcite occurs as cements, which should greatly reduce
porosity and permeability of samples. Further petrographic studies using SEM (scanning
electron microscopy) will evaluate the sealing properties of the mudstone.
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excellent porosity (¥30%) from a depth of 8492 ft.

Table 4.1.1: XRD (X-ray diffraction) mineralogical composition of core samples.

Well

High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9
High Island 24L #9

Depth (ft) Quartz

8403.1 23.65
8408.5 18.94
8412.9 27.04
8421 20.47
8421 22.00
8423.1 20.40
8427.4 41.40
8429.5 40.05
8429.5 42.54
8481.6 34.79
8481.6 34.61
8485 29.84
8489 26.74
8492 35.96
8555 48.49
8560.5 49.14

Kaolinite Calcite

12.72 15.84
13.93 19.36
10.31 11.19
15.28 13.82
15.63 14.09
15.58 13.31
7.21 5.08
9.88 2.43
7.71 3.07
9.92 7.18
9.35 7.4
10.7 11.52
12.93 10.18
2.93 20.48
3.73 1.62
3.58 1.83
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Figure 4.4: Thin section image of a fine-grained sandstone sample from the High Island 24L#9 well showing

lite

22.53
26.03
21.59
32.37
30.29
33.86
15.16
20.71
19.12
21.11
22.58
2417
27.99
4.68

4.65

5.03

Plagioclase K-Feld

6.71 18.55
6.21 15.54
9.46 20.41
7.65 10.43
6.93 11.06
7.01 9.84

16.21 14.95
13.39 13.53
14.45 13.11
12.97 14.03
131 12.97
11.00 12.78
10.16 12.00
17.52 18.43
19.61 21.92
18.85 21.57



High Island 24L #9 8570.6 51.88 2.20 1.99 485 18.74 20.34
High Island 24L #9 8572 50.86 2.74 2.29 498 18.82 20.31

Figure 4.5: Thin section image of mudstone overlying a succession of high porosity sandstones,
showing abundant clay and low porosity, therefore, high sealing capacity. 8408 ft, High Island 24L#9.

Mercury intrusion capillary pressure tests (MICP) were conducted on eight core samples
from Well OCS-G-4708 #1 (427034012600) (Table 4.1.2). The samples are clay-rich
siltstone, siltstone, and fine-grained sandstones from the bottom of a major mudstone
layer and the underlying sandstone interval. They represent transitional lithologies from
reservoir to seal.

Table 4.1.2: Samples analyzed using MICP (mercury intrusion capillary pressure) test

Sample MICP
Depth Porosity Permeability Grain
(ft) (%) (mD) Density Sample description
Greenish clayey siltstone, no lamination.
10578 6.48 0.00164 2.643 Calcareous
Dark grey interbedded with brownish
10580 7.81 0.00172 2.64 siltstone. Faint beddings. Calcareous.
Greenish clayey siltstone interbedded with
10585 565 0.00092 2.661 brownish siltsone. Calcareous
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Greeenish siltstone with abundant wood
10590 8.36 0.00205 2.69 fragment. No lamination.

10597 7.04 0.00208 2.666 Greenish siltstone, calcareous, laminated.
10604 3.15 0.000145 2.665 Dark grey siltstone, no lamination.

10607 10.9 0.108 2.659 Grey fine sst. Cemented.
Grey very fine sandstone with convoluted
10609 9.32 0.00455 2.656 dark grey siltstone lamina. Highly burrowed.

The samples show varied capillary entry pressure ranging from 137 to 2146 psi (Figure
4.6). At temperature 270 °F and pressure 4700 psi, they are capable of retaining a CO2
column of 13 to 243 ft before any intrusion of CO2 (Figure 4.7). The coarser-grained
sandstone samples (10607 and 10609 ft) show the lowest sealing capability, while
homogeneous siltstone samples (10604, 10580, and 10578 ft) show higher sealing
capacity. The results suggest that the overlying mudstone sequences should have
overall desirable sealing capacity.
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Figure 4.6: Mercury intrusion curves showng the capillary entry pressure for the samples. Sample at 10604 ft shows
the highest capillary entry pressure (2146 psi), while Sample at 10607 ft shows the lowest capillarty entry pressure
(137 psi).
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Figure 4.7: Carbon dioxide (CO2) column height calculated from mercury intrusion pressure using temperature 270
°F and pressure 4700 psi as an example.

Pore size distribution derived from mercury intrusion test is shown in Figure 4.8. Most
samples have asymmetrical pore size distribution. The modal pore size is mostly in 10 -
100 nm. Porosity varies from 3 to 11 %. The pore throat size is the major factor
controlling capillary trapping capacity. For example, the majority of the pores in Sample
10607 ft are larger than 500 nm, while Sample at 10604 ft has pores no larger than 100
nm.
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4.2
Subtask 4.2: Simulation

Results from simple dynamic analytical modeling (Jain and Bryant, 2011) of a discrete
reservoir body in the Offshore Texas Miocene interval near San Luis Pass are shown in
Figure 4.9. In these simulations runs are performed for 6,206 samples of porosity,
permeability, and water saturation in a Gulf of Mexico Miocene gas reservoir taken from
the Atlas of Northern Gulf of Mexico Gas and Qil Reservoirs (Seni et al., 1997).The
average resulting capacity is found to be 30.3 megatonnes with an average fill time
of 38.3 years.

Results from 3D modeling (Figure 4.10) show the final CO, plume distributions after
100 years of injection, along with the injection well profiles through time. The base
case and 8 case variations represent the key unknown variables in the modeling
study and are modeled to understand their potential impact on capacity. The 9 model
cases are repeated for both a statistically heterogeneous and a seismic-based
heterogeneous model (i.e., 27 models total). Figure 4.11 shows the resulting capacity
for each model. It is clear that the effect of open boundaries is by far the most
significant variable parameter. The primary factor influencing 3D model results is
pressure. The condition that the reservoir cannot be fractured is present in each
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model, and as a result, storage capacity is severely limited. The simple dynamic and
3D flow model capacity results are plotted along with area and thickness normalized
regional capacity results (Figure 4.12). This graph shows the value of estimated
capacity vs. the amount of effort required to produce each refinement step (in cost
and time). The results indicate an 88% decrease in capacity from the initial regional
estimate to the final 3D flow model results. Though this value is site specific, it
highlights the necessity for the consideration of the magnitude of error that is
potentially present in single value estimates of regional CO, storage capacity. The
primary reason for the drastic difference in capacity between regional and site
specific models is the consideration of pressure. The regional estimate used does
not consider pressure and thus is likely overly optimistic. Consequently,
understanding and predicting pressure behavior and connectivity in a reservoir is key
to understanding its storage capacity for CO, injection.

800
mean=30.3 Megatonnes |A
STD=6.7 Megatonnes

500

g g
c g
% 300 2
o o
- @
w 200 [
100
0 p

© 5 10 15 20 25 30 35 40 45 50 0 16 2 30 4 S0 60 70 80 90 100
injected Mass (Megatonnes) Fill Time (years)

» CO2 Plume Shut Off

® Maximum Time Shut Off

= All Realizations

100% c
75%
2
| 50%1
s
2
o
25%
18 A —p—— —rr Tt rrrr v T T
0 5 10 15 22 25 30 35 40 45 50

Injected Mass (Megatonnes)
Figure 4.9: Simple analytical modeling results: Distribution of injected mass (a) and fill time (b} for model runs of
6,206 samples of porosity, permeabhility, and water saturation populated from the Miocene subset of the Atlas of
Northern Gulf of Mexico Gas and Oil Reservoirs (Seni et al., 1997). Cumulative distribution probability plot (c)
shows the probabhility values for both shut off flags and the probability values for all model runs combined.
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scale on case 3.
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Estimated CO; Storage Capacity vs. Refinement
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Figure 4.12: Estimated CO2 storage vs. refinement. Time and cost for each step is given on the x-axis. Vertical
shading represents probability distribution and vertical bars represent the range of results. Note that the horizontal
scale in the key applies to all diagrams in the upper portion of the chart.

Results and Conclusions

According to Wallace (2013) the comparative results in Figure 4.12
“...show a decrease in estimated capacity with additional refinement, with the
exception of the dynamic analytical model. The estimated capacity results from the
net regional model are similar to the dynamic analytical model. Only the dynamic
analytical model shows a much smaller probability range. The fluid flow
assumptions in the dynamic analytical model make comparison to other capacity
estimates difficult. The dynamic analytical model is known to be overly optimistic,
whereas the regional and 3D flow models attempt to more accurately model
capacity. The results of the dynamic analytical solution are likely highly site specific.
Estimated capacity is directly related to the input area in the dynamic analytical
solution. Because the fluid flow assumptions are so optimistic, the calculation can
only be applied to the closure areas. In the regional and 3D flow estimates, the
entire DRMA is considered either for pressure buildup or volumetric calculations.
Thus, for an area where the closures were smaller relative to the study area, the
dynamic analytical solution results would have a significantly different relationship to
the results from regional and 3D flow models, whereas the relationship between
regional and 3D models would likely be much less affected. Thus, we suggest that
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the dynamic analytical solution is not ideal for capacity estimation. The added
understanding by using 3D flow models is significant and the additional time and
cost is relatively minor. The primary benefit of the simple dynamic model is a basic
understanding of fill time.

An approximately 88% decrease in capacity is observed from the gross regional
estimate to the seismic based heterogeneous models. The expected range of
capacity also becomes much smaller with additional refinement, though in 3D
models this is shown to be highly contingent on boundary assumptions. The reason
for the large discrepancy between the gross regional model and the 3D flow models
is the consideration of pressure. Pressure constraints and reservoir fracturing are
not considered in the regional model, but are extremely limiting in 3D flow model
simulations. The end result from the 3D modeling may not be indicative of the actual
capacity of this site, however, without a better understanding of reservoir
connectivity and boundary conditions, it is a reasonable estimate. Note that the
maximum capacity values from 3D modeling are lower than the P10 values from the
regional models. Given that the 3D models represent a possible scenario, the range
in efficiency factors used in regional modeling should yield results that encompass
the capacity range from 3D modeling.”

In summary, utilizing regional assessments to determine feasibility for long term CCS
planning, may lead to optimistic forecasts of storage potential (Wallace, 2013).

5 Task 5.0: Stratigraphic Containment (Site)

5.1 Subtask 5.1 Modeling

Research conducted for Subtask 5.1 focused on simulating fluid flow in a relatively small
scale (20.51” tall by 10.39” wide (0.521 m x 0.264 m)) but high-resolution (>2M data
points), 2D, sedimentary relief peel model (Figure 5.1). This work included contributions
from Dr. Steve Bryant (UT-Petroleum and Geosystems Engineering faculty) and
graduate student Priya Ravi Ganesh. Digital scanning of the topographic relief of the
peel was conducted by Study PI, Dr. Tip Meckel, using a Suphaser 25 SP 3D laser
scanner housed at the Texas Bureau of Economic Geology in Austin, TX.

The primary dataset obtained from the peel is the ranged distance between the scanner
and the peel, which provided a finely-resolved topographic digital model of the peel
relief. The relief of the peel is considered to be a proxy for the permeability heterogeneity
of the medium. The relative elevation range is more useful to work with, so the mean
ranged distance from the scanner to the specimen was subtracted from all ranged
distances, thus representing topographic highs as positive values and topographic lows
as negative values. An advantage of this representation of the ranged measurements is
that the relative topography map can be easily converted to various permeability
continuum models (Figure 5.1) for broad investigation of the effects of depositional fabric
on flow processes. Initial research explored a variety of models as described below.

HIHOSS: high permeability homogeneous sandstone
— Permeability range: 1Dto 10D
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— Permeability mean: 3.6 D
— Threshold pressure range: 8 to 21 kPa (difference of about 13 kPa)

HIHESS: high permeability heterogeneous sandstone

— Permeability range: 0.01 Dto 10D

— Permeability mean: 604 mD

— Threshold pressure range: 8 to 133 kPa (difference of about 125 kPa)

MOHOSS: moderate permeability homogeneous sandstone

— Permeability range: 300 mD to 1,000 mD

— Permeability mean: 582 mD

— Threshold pressure range: 21 to 34 kPa (difference of about 13 kPa)

MOHESS: moderate permeability heterogeneous sandstone

— Permeability range: 8 mD to 1,000 mD

— Permeability mean: 131 mD

— Threshold pressure range: 21 to 145 kPa (difference of about 124 kPa)

LOHOSS: low permeability homogeneous sandstone

— Permeability range: 60 mD to 100 mD

— Permeability mean: 79 mD

— Threshold pressure range: 53 to 65 kPa (difference of about 12 kPa)

LOHESS: low permeability heterogeneous sandstone

— Permeability range: 5 mD to 100 mD

— Permeability mean: 27 mD

— Threshold pressure range: 53 to 175 kPa (difference of about 122 kPa)
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represent various permeability fields for flow simulation to understand residual saturation (i.e. capacity)} of
heterogeneous media.

The dataset was input and modeled using the Permedia modeling software package
(formerly MPath). For typical reservoir conditions, buoyancy and capillary forces grow
dominant over viscous forces within a few hundred meters of injection wells as the
injection-related pressure gradient decreases, resulting in qualitatively different plume
migration regimes. A capillary channel regime arises when the capillary pressure of the
leading edge of the plume and the range of threshold entry pressures within the rock at
the leading edge of the plume are equivalent (Figure 5.2).

In this work we characterize capillary channel migration of CO2 in a real 2D geologic
domain (1 m x 0.5 m) in which sedimentologic heterogeneity has been resolved at sub-
millimeter (depositional) resolution.

When CO2 is injected into a storage reservoir during sequestration, viscous forces
dominate flow behavior near the wellbore due to high injection rates and large pressure
gradients. As CO2 moves into the medium, far away from the injectors, the pressure
gradient from injection becomes negligible compared to buoyancy forces. Buoyancy
drives plume migration through the majority of the reservoir. Flow in the migration regime
depends on two factors: the capillary pressure of the leading edge of the plume (Pc) and
the range of threshold entry pressures within the rock at the leading edge of the plume
(Pth).
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Figure 5.2: Schematic of spatial and temporal evolution of flow regimes from viscous-dominated to
buoyancy/capillarity-dominated. As the mass of mobile CO2 plume moves through time (outlines of plume at times
t1, t2, t3, t4 and t5 are shown) and distance in the reservoir (extreme vertical exaggeration), possible flow regimes
are: (a) compact flow where Pcl > max(Pth), (b} capillary channel flow where min(Pth) < Pc2 < max(Pth} and (c})
secondary accumulation beneath a seal where Pc3 < min (Pthseal). The seal rock is a different rock type with very
high threshold pressure values Pthseal compared to the reservoir rock.
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The model domain is a digital representation of a physical geologic specimen. The
specimen (Figure 5.3 (a)) is a vertically-oriented, quasi-2D sedimentary relief peel
sample (1.0 m x 0.5 m) of alluvium extracted from the upper portions of a modern point
bar of the Brazos River, Texas. Optically ranged topography of the sample surface
(extent of imbibition of epoxy) and grain diameter measurements on this peel are used to
build high-resolution geologic model populated with corresponding threshold pressure
values calculated.

Building the geoloaic model
Sequential stages of building the digital model (2 million elements) are illustrated in
Figure 5.3 and described as follows:

(a) Obtained peel specimen subjected to high-resolution laser scanning and
imaging techniques to study epoxy imbibition and grain size distribution;

(b) Prepared digital elevation map derived from topographical variations in the peel
due to epoxy imbibition;

(c) Digital high-resolution model generated representing the threshold pressure
distribution of the model domain corresponding to the determined topography.

(a}

Stratigraphic
w =
2.7TM points
~125,000 mm?
~25 points per mm?
Elevation measured = Grain diameter = Threshold pressure

Histogram of relative elevation measurements {mm})
used to generate the working model in (b}

IFT
poetoid _ 1635 T
*D

mm

[Berg, 1975], where IFT =30

=

Frequency of
occursnce
Elsvation
measured (mm)

Grain diameter
{mm)

-

Ranged relative distance
{mm}

Figure 5.3: Building the geologic model domain. Higher elevations correspond with greater imbibitions as a result of

smaller average grain size (hotter colors, (b} and (c}} and lower elevations correspond with lesser imbibition as a

result of larger average grain size (cooler colors, (b} and (c)). For the purpose of presenting the simulation results

that follow, we use the grayscale domain background where the lighter gray shades correspond to the hotter colors

mapped here.
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Simulation criteria

As previously reported, simulations are performed using a modified invasion percolation
software, Permedia® (distributed by Halliburton).

CO; is sourced from the bottom boundary of the domain as a line source.
Periodic lateral boundaries of the domain eliminate boundary effects and artificial
upward bias in plume migration for all simulation cases.

A simulation terminates when rising CO, reaches the top boundary of the domain
(percolation). The percentage of the domain where CO, is present is then
calculated, as it does not increase after percolation.

Density difference of 300 kg/m> between connate water and CO, is maintained
for all simulations cases.

Constant porosity of 20% is considered.

Simulating capillary channel flow in the peel model

We simulate buoyancy-driven migration of CO, in the peel model for the capillary
channel migration regime. Maximum and minimum threshold pressure values of 6.1 to
8.9 kPa (mean of 7.4 kPa) are assigned to the model corresponding to the minimum and
maximum grain sizes of 0.055 and 0.08 mm determined for the specimen. High-
resolution simulations indicate that CO, migrates through the peel predominantly
fingering preferentially through regions of lower threshold pressure which have an
architecture defined by the depositional fabric (Figure 5.4). These capillary channels
efficiently transport all CO, that enters the domain through a few narrow, generally
vertical pathways.
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Histogram of threshold
pressure range in domain

Figure 5.4: Invasion percolation simulation of CO2 migrating through the peel model. The CO2 flow pattern is
characterized as 'fingering'. Only 2.86% of the model domain is saturated with CO2 at percolation. Greyscale is
reflected in histogram to left.

Effect of Heteroaeneity on Capillarv Channels

The relevant features of heterogeneity are grain size distribution, which determines the
mean and range of threshold pressures, and the correlation lengths of threshold
pressures in horizontal and vertical directions. We evaluate each independently.

CASE 1: Effect of threshold pressure range on CO2 migration regime

Working model of 0.1 m x 0.1 m subsection (250000 cells) of the peel is used to resolve
CO2 migration patterns while systematically varying the range of threshold pressures.
This exercise provides insight into how such fabrics may influence flow in rocks with
different petrophysical properties.

CO2 migration in capillary channels exhibits a transition from fingering to back-filling
pattern as grain size distribution widens in the domain (Figure 5.5). Thus storage
efficiency reduces as buoyancy and heterogeneity enable much CO2 to migrate longer
distances with lower rock contact volume.
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Figure 5.5: Flow transition from fingering (left) to back-filling (right)} patterns occurs with increasing threshold
pressure range. Mean Pth in all simulations is 7.4 kPa. Domains with wider grain size distribution cause CO2 to
back-fill beneath contiguous regions of larger entry pressure, so a higher percentage of the domain becomes
saturated with CO,.

CASE 2: Effect of correlation length of threshold pressures on CO2 migration regime

The effect of varying the underlying structure (fabric) of the domain on CO2 migration is
studied using geostatistical realizations of different horizontal and vertical correlation
lengths of threshold pressures. Constant threshold pressure range of 6.3 — 8.9 kPa
(Figure 5.5 middle panel) is used for this case.

The ratio of horizontal and vertical correlation lengths of threshold pressures in the
domain influences the size of CO2 accumulations (Figure 5.6). Higher ratios of
horizontal and vertical correlation lengths in the domain lead to more lateral movement
of CO2 with increasing size of accumulations. Thus the tendency of CO2 to back-fill and
thus contact more rock is greater as it migrates. This reiterates the importance of the
underlying geologic fabric (depositional and diagenetic heterogeneity) in influencing CO2
migration regime.
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Figure 5.6: Effect of ratio of horizontal and vertical correlation lengths of threshold pressure (horizontal correlation
length = 100 x constant cell dimensions}) in the 250000 cells model on CO2 migration pattern.

Results and Conclusions

The relevant physics for the migration regime we investigate is invasion
percolation.

Flow patterns within the capillary channel regime vary from finger-like structures
with minimal rock contact to back-filling structures with compact volumes of
saturation distributed between fingers. For this depositional fabric considered,
3% of the domain gets filled by CO, when it fingers while back-filling migration
pattern leads to 30% saturation of the domain with CO..

The storage efficiency of the capillary channel regime would be low and
consequently CO, would also migrate greater distances than expected from
models or simulations that neglect the capillary channel flow regime.

More spatial correlation and wider grain size distributions are conducive for the
back-filling migration pattern. With more compact and thus less efficient plume
migration pathways, these make preferred storage sites compared to domains
driving fingering migration patterns.

Modeling the dominant flow physics at the appropriate scale is important to get
valid estimates of fluid migration through formations and effective

In summary, mean grain size and sorting appear to be the key control on CO2
movement; fluid density contrast (in the expected ranges) is apparently secondary.
Pressure gradients contribute to end member and transition behavior, in addition to rock
properties and fluid density contrast. The pressure gradient in relative close proximity to
the well (compared to the reservoir extents) can allow for fingering behavior.

The results of this research were published by Meckel et al. (2015)
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52
Subtask 5.2: Caprock Seal Capacity

The summary and results of the Study’s research on caprock seal capacity are found in
chapter 3 of the Geological CO, Sequestration Atlas for Miocene Strata Offshore Texas
State Waters, which is found in the Appendix A.

6 Task 6.0: Brine Containment
6.1 Laboratory measurements

Generation of Synthetic Brines for Batch Experiments

One of the most important initial steps in analyzing the quantitative and qualitative
capacity for brines in Miocene age units of the Gulf of Mexico (GOM) to safely retain
(i.e., sequester) CO, was to determine the composition of the brines and subsequently
generate synthetic brines that could be used in batch experiments. The data sources
included the USGS (United States Geological Survey) “Produced Water” database
(USGS, 2002) and a paper presented by Land et al. (1988). The two data sources
indicate that total dissolved solids (TDS) can be up to 274,000 mg/L with an average
value of 110,000 mg/L. For Miocene age units of the GOM, Na and CIl are the two
dominant ions for TDS in brine samples. Batch experiments of the current study, utilized
TDS (total dissolved solids) composition for synthetic brine samples of 4000 mg/L,
110000 mg/L, 200000 mg/L, and 300,000 mg/L. )

USGS produced water Database

This database is a subset of a larger database originally provided to the USGS by
GeoINFORMATION at the University of Oklahoma and can be traced to the Petroleum
Laboratory at Bartlesville, Oklahoma that was originally operated by the U.S. Bureau of
Mines and subsequently by the Department of Energy. In the 1980s, the database was
provided to the University of Oklahoma. USGS reviewed the whole database which
included 77,650 records and 102 fields. The resulting database contains 58,706 records.
The revised database has 210 records from Miocene age samples. There are ~170
records with spatial coordinates which have been loaded into ARCGIS (Figure 6.1).
Some records are from identical locations due to repeated sampling. The earliest
samples were taken in the 1950s and the most recent sample was taken in 1980.

Land et al. (1988)

Land et al. (1988) collected 47 formation water samples from Miocene age reservoirs in
offshore Louisiana and analyzed for major and minor organic and inorganic components.
The Land et al. (1988) study area and locations of, respective, samples is shown in
Figure 6.2. Because no exact geospatial coordinates were provided by the authors, the
dataset is not shown in Figure 6.1.
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Figure 6.1: Locations of brine samples taken from Miocene formations in USGS produced water database.
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Figure 6.2: Map showing the study area of Land et al. (1988} with approximate locations of the study’s brine
samples.

Brine compositions

Brine compositions from the two data sources are shown in Figure 6.3 to Figure 6.8.
One of the most important parameters which can affect CO, solubility in brine is total
dissolved solids (TDS). The data indicate that TDS of Miocene formations ranges from
very low up to 290,000 gm/L (Figure 6.3). However, the average TDS is about 110,000
mg/L at depth from 1000 m to 3000 m which will be considered the prime depth window
for CO, storage formations. Maximum and minimum TDS are 274,000 mg/L and 4,070
mg/L, respectively.

Na and Cl are the two dominant ions. At depths of 1000 m to 3000 m:
1. Average Cl concentrations are 67,000 mg/L with maximum and minimum values
of 168,000 mg/L and 1670 mg/L (Figure 6.4).

2. Average Na concentration is 39,126 mg/L (Figure 6.5). Maximum and minimum
Na concentrations are 84600 mg/l and 1327 mg/l, respectively.
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Figure 6.3: TDS versus depth (data sources: USGS produced water database (2002) and Land et al. (1988)).
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Figure 6.4: Concentration of Cl versus depth (data sources: USGS produced water database (2002) and Land et al.
(1988)).
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Figure 6.5: Concentration of Na versus depth (data sources: USGS produced water database (2002) and Land et al.

(1988)).

Ca and Mg concentrations of most samples are less than 5000 mg/L (Figure 6.6). The
average concentration of Ca+Mg is 3700 mg/L with a maximum value of 20,570 mg/L at
depths of 1000 m to 3000 m.
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Figure 6.6: Concentration of Ca+Mg versus depth (data sources: USGS produced water database (2002) and Land et

al. (1988)).

Brine Bicarbonate concentrations of most samples are less than 600 mg/L (Figure 6.7).
At the depths of 1000 m to 3000 m, average bicarbonate concentration is 380 mg/L.
Sulfate concentrations are shown in Figure 6.8 though it is less important for CO,
dissolution in brine. The average value of sulfate at the depth from 1000 m to 3000 m is

less than 70 mg/L.
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Figure 6.7: Concentration of HCO3- versus depth (data sources: USGS produced water database (2002) and Land et
al. (1988)).
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Figure 6.8: Concentration of SO4 versus depth (data sources: USGS produced water database (2002) and Land et al.
(1988)).
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Recommendation for synthetic brine composition

For the batch experiments, recommended TDS for synthetic brine samples is 4000
mg/L, 110,000 mg/L, 200,000 mg/L, and 300,000 mg/L. This range covers the possible
TDS in Miocene formations at the expected depths of 1000 m to 3000 m.

P and T Data

Reservoir pressure for the Miocene units can vary widely with depth. Based on results of
Tasks 2 and 3 pressure varies from 2215 psi to 11637 psi for the low Miocene and from
1296 psi to 16973 psi for the upper Miocene at the GOM. Therefore pressure from 2000
psi to 17000 psi was chosen for CO, solubility calculations.

Reservoir temperature also depends on depth and varies greatly in the Miocene age
units of the GOM. Temperature ranges from 50.5 °C to 165 °C for lower Miocene and
from 38 °C to 225 °C for upper Miocene based on the results of the Study’s Tasks 2 and
3. Temperature from 40 °C to 230 °C was chosen for calculating CO, solubility.

Approach
The formulation of CO, solubility in brine derived by Duan et al. (2006) is used in this
study since it has been used in other similar studies. The formulation is given as,

Equation 6.1-1

_ 1)
Inm., =Iny., @0 = teo | RT
- 2ﬂc0271va (mNa +m + 2mCa + 2mMg )
- ‘f cor-na—ciMey (mNa +my + mMg + mCa)

+0.07m,,

where T is absolute temperature in Kelvin, P represents the total pressure of the system
in bar, R is universal gas constant, m means the molality of components dissolved in

water, yCO2 is the mole fraction of CO, in vapor phase, $CO; is the fugacity coefficient
100) p
of CO,, Hco, is the standard chemical potential of CO, in liquid phase, "c02-Na s the

interaction parameter between CO, and Na+, CeorNa-ci is the interaction parameters

between CO, and Na+, CI. ¢C0: , the CO; fugacity, in Equation 6.1-1, can be expressed
as a function of temperature and pressure (Duan et al., 2006) Equation 6.1-1,

Equation 6.1-2

boor =+, +e T+, /T +c; (T —150)]P
+le + el +cg /TP
+leo+¢ T +¢,/TIInP+[c,+c,T]/P

+e, IT+esT”
Parameters used in Equation 6.1-2 are given in Table 6.1.1.
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Table 6.1.1: The parameters of Eq. (2) (Duan et al., 2006).

Parame | T-P range
ter 1 2 3 4 5 6
c1 160(?00000'5 7.1734882E | 6.5129019E f‘c?0383896'5 1.6063152E | 1.5693490E
-01 02 +01 01
2 4.7586835E | 1.5985379E | , 4459977E | 4.4257744E | 2.7057990€ | 4-4621407E
.03 04 04
.04 .03 .03
c3 3.3569963E | 4.9286471E | 1.1444930E %)00000005 %)00000005 9.1080591E
-06 07 06 07
y 0.0000000E | 0.0000000E | 0.0000000E | 1.9572733E | 1.4119239E | 0.0000000E
+00 +00 +00 +00 01 +00
: 0.0000000E | 0.0000000E | 0.0000000E | 0.0000000E | 0.0000000E
c5 1.3179396E | ) o e A e
+00
6 3.8389101E | 2.7855285E | 1.1558081E _262223436'5 %17132965'5 _16(7’647399'5
-06 07 07
= 0.0000000E | 1.1877015E | 1.1952370E | 0.0000000E | 0.0000000E | 2.4273357E
+00 09 .09 +00 +00 10
" 2.2815104E | 0.0000000E | 0.0000000E | § 470125k | 1 1453080% | O-0000000E
.03 +00 +00 +00
04 04
0.0000000E | 0.0000000E | 0.0000000E | - 2.3895671E | 3.5874255E
c9 +00 +00 +00 159200808 | 100 01
0 0.0000000E | 0.0000000E | 0.0000000E | 3.0272240E | 5.0527457E | 6.3319710E
+00 +00 +00 03 04 05
11 260(?00000'5 260(?00000'5 EOOSOOOOOE 3.1377342E | 1.7763460E | 2.4989661E
+01 +01 +02
12 260(?00000'5 9.6539512E | 2.2134306E | 1.2847063E 2'(?2592232'5 E'C?OOOOOOOE
+01 +02 +01
1 0.0000000E | 4.4774938E | 0.0000000E | 0.0000000E | 0.0000000E | 0.0000000E
+00 01 +00 +00 +00 +00
» 0.0000000E | 1.0181078E | 7.1820393E | 0.0000000E | 0.0000000E | 8.8876800E
+00 +02 +01 +00 +00 +02
c15 0.0000000E | 5.3783879E | 6.6089246F | 4 545a548F | 5.4965256E | 6.6348003E
+00 -06 06 iy > o

Note: 1. 273 K<T<b573 K, P<P; (when T <305 K, P, equals the saturation pressure of
CO,; when 305 K<T<405 K, P1=75+(T-305)x1.25; when T >405 K, P1=200 bar.); 2: 273
K<T<340 K, P1<P<1000 bar; 3: 273 K<T <340 K, P>1000 bar; 4: 340 K<T<435 K, P1<P
<1000 bar; 5: 340 K<T <435 K, P >1000 bar; and 6: T>435 K, P>P1.
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Note that this method can be used to calculate CO, solubility in pure water and also in
aqueous NaCl solution. However, this method is valid for the T-P-salinity range of 273-
533 K, 0-2000 bar, 0-4.5 m NaCl. Units of pressure, temperature, and salinity for
calculating CO, solubility in Equation 6.1-2 are bar, Kelvin (K) and molality. In the
following calculation, we convert from psi (pressure) and Celsius degree (temperature)
to bar and Kelvin (K), respectively, according to the following equations:

P(bar) = 0.0689475729x P (psi)
T(K) = T(°C)+273.15

However, converting total dissolved solid (mg/L) is based on assumptions: 1) brine
salinity can be represented by NaCl; and 2) density of brine is assumed to be 1 g/lcm®.

Based on the brine data of GOM Miocene formations, Cl concentrations show a perfect
linear trend with TDS of brines (Figure 6.9) which can be expressed as

y=1.6404x

where x is Cl concentration and y is the TDS of brines. The R-square value
approximates to 0.9983. The following equation is used to convert TDS (mg/L) to
molality (mol/Kg of water)

TDS(mg/L)x0.001

1.6404x35.4532x p

where brine density, p is assumed to be 1 g/cm?.

molality(mol | Kg of water) =

300000
250000 - y = 1.6404x
R?=0.9983

200000 A

150000 -

TDS (mgiL)

100000 -

50000 A

0
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Figure 6.9: TDS versus Cl concentrations for GOM brine samples taken from the Miocene age formations.

Results

CO; solubility in brines from GOM Miocene age formations was calculated for
temperature from 40 °C to 230 °C, pressure from 2000 psi to 17000 psi, and salinity, in
terms of TDS ranging from 4000 gm/L to 250,000 mg/L and is shown in Figure 6.10 to
Figure 6.17. CO, solubility in brine depends on pressure, temperature, and salinity. The
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higher the pressure, the greater the CO, solubility. CO, solubility decreases slightly and
then increases with temperature. The higher the salinity, in terms of TDS, the lower CO,
solubility is. CO, solubility calculated can vary from 0.07 mol/Kg to 5.8 mol/Kg of water
for the ranges of T-P-Salinity for the Miocene formation brines at the GOM.

7
TDS = 4,000 mg/L —e— 2000 psi
6 —=— 7000 psi
12000 psi
—=—17000 psi
= 51
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Figure 6.10: CO2 solubility versus temperature at pressures of 2000 psi, 7000 psi, 12000 psi, and 17000 psi
(TDS=4000 mg/L).

89



35
—e— 2000 psi

TDS = 110,000 mg/L —=—7000 psi
12000 psi

—e— 17000 psi

Solubility (mol/Kg water)

40 60 80 100 120 140 160 180 200 220 240

Temperature (°C)

Figure 6.11: CO2 solubility versus temperature at pressures of 2000 psi, 7000 psi, 12000 psi, and 17000 psi
(TDS=110,000 mg/L).
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Figure 6.12: CO2 solubility versus temperature at pressures of 2000 psi, 7000 psi, 12000 psi, and 17000 psi
(TDS=250,000 mg/L).
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Figure 6.13: CO2 solubility versus pressure at temperatures of 70 oC, 135 oC, 180 oC, and 225 oC (TDS=4000 mg/L).
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Figure 6.14: CO2 solubility versus pressure at temperatures of 70 oC, 135 oC, 180 oC, and 225 oC (TDS=110,000
mg/L).
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Figure 6.15: CO2 solubility versus pressure at temperature of 70 oC, 135 oC, 180 oC, and 225 oC (TDS=250,000
mg/L).
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Figure 6.16: CO2 solubility versus salinity at pressures of 2000 psi, 7000 psi, 12000 psi, and 17000 psi (Temperature
=100 oC).
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Figure 6.17: CO2 solubility versus salinity at temperatures of 70 oC, 135 oC, 180 oC, and 225 oC (Pressure = 7000
psi).

CO, Solubility Measurement at High Pressure and Temperature Conditions

A large degassing glass apparatus for measuring gas dissolved in brine during high
pressure-temperature reaction was manufactured by the glass shop of the Chemistry
Department of The University of Texas at Austin. As shown in Error! Not a valid
bookmark self-reference., it has been connected with vacuum line, liquid sample
container, pressure gauge, gas sample container, water bath circulator, and drainage
valve. Total volume of the degassing glass apparatus is 931.4ml, including a 924ml
glass body and 7.4ml connection joints. The volume was determined by filling a known
volume of de-ionized water into the apparatus.
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Figure 6.18: Photo of degassing glass apparatus in BEG gas geochemistry laboratory.

Two sets of experiments were conducted in order to evaluate the suitable conditions for
CO; solubility measurement by means of integrating the high temperature and pressure
apparatus, liquid sampling container and degassing glass apparatus.

CO, solubility measurement in de-ionized water at 3000 psia and 35°C
Identification of the equilibration time for CO, dissolution using pressure profilse
Figure 6.19 shows the CO, pressure profile in the high P/T reactor during the course of
reaction of CO, with water. The profile shows pressure variations during charging of the
reactor with CO, using a CO, pump and also shows pressure drops caused when water
and dissolved gas were released into the liquid sampling container. One of the key
experimental elements was to quantify CO, dissolution by monitoring gas pressure
change during the course of CO, dissolution into deionized water. The second element
was to determine if liquid sampling reaches completion and is representative of
conditions in the reactor. The top portion of Figure 6.19 shows the pressure profile
during charging of the reactor to 3900 psi and pressure loss upon dissolution of CO; into
water. The first part of the graph represents initial charging of the reactor with
subsequent pump shutdown and CO, dissolution into deionized water due to stirring.
This was a “static mode” without constant supply of CO, which necessitated a relatively
long time to reach the equilibrium of CO, dissolution. We also applied the “dynamic
mode” (lower portion of Figure 6.19) in which a constant CO, supply to the reactor was
maintained with a CO, pump during the course of CO, dissolution. It was found that the
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dynamic mode took a relatively short time to reach equilibrium of CO, dissolution. We
recommend that the static mode be used at the beginning of experimental runs, and the
dynamic mode can be applied to maintain CO, at a designated pressure after the first
liquid sampling is completed. This technique allows multiple sampling events over the
course of a reaction without the need for setting up new experiments for each
measurement.

3.40E+03 Iﬂ -

3.20E+03

300403 N = &

2.80E+03

2.60E+03 w

CO2 pressure (psia)

2.40E+03 ® “

2.20E+03
2.00E+03
21:36:00 21:50:24 22:04:48 22:18:12 22:33:36 22:48:00 23:02:24 23:16:48 23:31:12 23 24:00:00

reaction time

3.40E+03

320E+03 /
3.00E+03 M
L 2
L
*

2.80E+03

2.60E+03

2.40E+03

CO2 pressure (psia)

2.20E+03

2.00E+03
2136:00 22:04:48 22:33:36 23:02:24 23:3112 24:00:00

reaction time

Figure 6.19: Change of CO2 pressure in the reactor over the course of CO2 dissolution and
sampling.

Determine equilibration of liquid sample container through pressure profile

Figure 6.19 (bottom portion) zooms in on the pressure change in the reactor before and
after taking the first liquid sample. The sampling lines connecting the reactor and the
liquid container are evacuated before opening the valve between the reactor and the
lines during sampling. During liquid sampling, the gas pressure in the reactor drops
when the sampling lines are opened to the sampling container. When in dynamic mode,
the CO, pump responds to the pressure drop during sampling and automatically
recharges the reactor to the designated reaction pressure. Duplicate liquid samples may
be taken over time for degassing measurements.
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CO, solubility measurement through degassing samples of reacted fluids

Table 6.1.2 shows the preliminary results of the measured dissolved CO, amount at a
total pressure of 3000 psia and 35°C. In the table, AP is the measured pressure
difference in the gas extraction apparatus before and after degassing of CO; dissolved in
deionized water. The term AW represents the measured weight of sampled fluids, which
is calculated by subtracting the measured weight of the empty liquid sampling cell from
that of the full liquid sampling cell after sampling. It is assumed that the reacted liquid
sample totally degasses in the extraction apparatus and that the change of AP is entirely
attributed to dissolved CO,. Under this assumption, an extremely high CO, solubility
measurement was obtained for sample 5 which corresponds to a relatively low CO,
pressure of around 1.0 bar in the reactor (highlighted green in Table 6.1.2).

Table 6.1.2: Measured CO2 solubility at PCO2 = 3000psi and 35°C.

Sample ID Reactor condition Degassing apparatus condition (m((:)ics);2 (;sglzl;fi:i_go)
Peoz (bar) T 0 AP (psi) T K AW (g} AV (ml) (:VoircrreHcﬁ; c:rfr;ign
(1) 21054 | 35 1.37 297.7 2.32 1.85 1.545 1.094
(2) 207.89 | 35 1.33 2977 233 1.8 1.500 [ 1.048
(3) 206.99 | 35 142 206.7 2.31 1.8 1.607 1.154
(4) 20468 | 35 1.32 297.9 | 232 1.8 1.488 [ 1.037

We collected the degassed gas of sample (5) and conducted a gas compositional
analysis using the gas chromatograph (GC). Gas compositional analysis showed that
CO; is about 14.8%, air (N>+0,) 0.3%. The total detected gas molar volume percent was
only about 15% percent. The rest (~85%) should be water vapor, which cannot be
detected with our GC configuration. Given that the total degassed pressure is 0.47psi,
CO; partial pressure in the total degassed gas is about 0.07psi, and water vapor
pressure is estimated to be 040 psi under the vacuum degassing apparatus
configuration. The difference in the measured solubility of CO, in deionized water with
and without the correction of water vapor pressure is significantly large (Table 6.1.2).
Therefore we modified our system to minimize the contribution of water vapor pressure
and accurately determine CO, partial pressure in the degassed gas with GC.

Helium experiment to quantify the contribution of water vapor to AP

Instead to loading CO; in the reactor, high pressure helium gas was loaded to quantify
the contribution of water vapor to AP. Helium should experience only slight dissolution
compared to CO,. Table 6.1.3 summarizes our results.
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Table 6.1.3: Dissolved helium measurement in deionized water at 35°C.

Sample ID Reactor condition Degassing apparatus condition He solubility
{mole He/L H,O)
Py (bar) T (°C) AP (psi) T (K AW {g) AV (ml} wio H20 w/ HZ0
correction correction
(1) 146.57 | 356 C.41 2956 |23 1.85 512 0.123
(2) 133.95 | 35 .45 297 4 23 1.85 5.59 0.621
(3) 127.05 | 35 0.59 2976 | 115 10.1 1.46 0.472
(4) 113.95 | 35 G.56 2975 115 10.8 1.39 0.397

There is a large variation in the measured helium solubility after a correction is made for
water vapor assuming a constant vapor pressure of 0.4 psi for each run. This suggests
the water vapor pressure might vary for each run. Therefore, we collected gas samples

(110 4 in Table 6.1.4) to determine variations in water vapor contribution.

Table 6.1.4: GC analysis result for degassed samples in Table 6.1.3.

Sample ID |He(%) Air(%) Calculated
H,O vapor(%)

1 16.8 24.8 58.4

2 10.4 23.8 65.8

3 48.8 12.7 38.5

4 44.3 6.6 49.1

Based on the measured partial pressure of helium in the gas liberated from the reacted
fluid, we calculated the helium solubility in deionized water at high pressure. The helium
solubility ranges from 0.58 to 0.86 mole helium/liter of H,O. It gives a reasonably
consistent measurement over four runs.

1. Laboratory Experiments Data Analysis
CO; solubility obtained from experimental results of the current study were originally

reported as molarity (moles of CO2 per liter of solution) while most CO; solubility data in
the literature are reported in molality (moles of CO, per Kg of H,0O). In order to compare

97



the solubility data obtained in this study with that reported in the literature, solubility data
in our study were converted to molality. In the following plots, the unit of CO, solubility is
reported in molar fraction.

More data were collected from the literature and are shown in Figure 6.20-Figure 6.22.
In the literature CO, solubility data in brines with salinities of 1.88 M and 3.4 M are very
rare. Consequently, data from the literature for CO» solubility in brines with salinities of 1
M and 3 M are shown in Figure 6.21. Data from the literature for CO> solubility in brines
with salinities of 3 M and 5 M are shown in Figure 6.22. The experimental results are
also compared with two models in Figure 6.20-Figure 6.22. The experimental results of
the current study are fairly comparable with the literature data and the model resullts.
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model results from other studies (published literature).
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Figure 6.22: Comparison of CO2 solubility (in brine with salinity of 3.4 M) between experimental results obtained in
this study and model results from other studies (published literature).

2. Brine Containment Estimate

In order to estimate the brine containment (theoretical storage in brine) in the study area,
the method for calculating CO, storage of solubility trapping in brine proposed in (Bachu,
2007; Bachu and Adams, 2003; Bachu et al., 2003) was used. In the following, the
method and results of brine containment in the study area are briefly described.

At the basin- and regional-scale, the theoretical CO, storage in solution can be
estimated using the relation

Moo = fff (Z)(Pngoz - Pngoz)dxdydz

Where ¢ is the porosity, p the density of brine, X°°* the CO, solubility (mass fraction)
and the subscripts 0 and s are for initial carbon content in brine before injected CO,
dissolve in brine and carbon dioxide content at saturation, respectively.
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The theoretical storage estimated for an entire aquifer is unrealistic, because it assumes
that all the brine in the pore space of the entire study area can be accessed by and
saturated with CO,. Therefore, effective storage, Mcoe, Needs to be determined by
multiplying a storage coefficient, C (Bachu et al., 2007).

Meoze = C X Mcpas

The storage coefficient, C, includes the effects of all factors that may affect the migration
and dissolution of CO; in the study area. There is little information on what values the
storage coefficient should be. Consequently, the effective storage in the study area was
calculate for two values of C, 0.04 and 0.02 which are based on the results presented by
Gorecki et al. (2009).

In the current study, the reservoir rock of Miocene age in the lithologic section was
discretized into 14456 rectangular prisms (1 mile X 1 mile X height) (Figure 6.23). The
area of interest (study area) is the identical that, which was analyzed for CO, capacity in
Figure 3.3. Note that the height of each rectangular prism representing the thickness of
Miocene sand varies spatially (Figure 6.24-A). Spatial distribution of porosity is shown in
Figure 6.24-B.
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Figure 6.23: Grid (1 mile x 1 mile) of the study area (along the Texas coastal zone) used to calculate theoretical CO2
dissolution into brine (a.k.a. brine containment) in Miocene age rocks of the study area.
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Figure 6.24: Spatial distributions in the study area (along the Texas coastal zone} of thickness of (A) Miocene net
reservoir sand and (B} porosity of the study area.

Because brine density after saturation with injected CO, (ps) and CO, solubility, X£9?, is
a function of pressure, temperature and salinity, it can be calculated using the models
which were calibrated with laboratory experimental results in the current study (see
Figure 6.20, Figure 6.21, Figure 6.22). Pressure and temperature at the depth mid-point
of each rectangular prism were used to calculate brine density and CO,; solubility (Figure
6.25 A & B, respectively). Brine salinity also shows spatial variability. However, there is
not enough data in the study area to interpolate salinity data at each rectangular prism.
Therefore, an average brine salinity value, 1.88 M, was assumed for all rectangular
prisms in the study area. Figure 6.26 A & B, respectively, show spatial distributions of
CO, saturated brine density and CO, solubility calculated from the model presented in
Bachu et al. (2003). Brine density (0,) was also estimated using different pressure and
temperature by assuming a 1) brine salinity of 1.88 M; and 2) not considering CO, mass.
The model of density of fresh and saline water presented by Batzle and Wang (1992)
was used.
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Figure 6.25: Contour maps in the study area (along the Texas coastal zone) of spatial distribution of (A} calculated
pressure and (B} temperature at the depth of mid-point of each rectangular prism in the study area.
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Figure 6.26: Contour maps in the study area (along the Texas coastal zone) of (A} spatial distributions of CO2 -
saturated brine density and (B} CO2 solubility in the study area.

An average concentration of HCO; measured in brine samples was used to estimate
initial CO, content, X592. Spatial distributions of brine density and initial CO, content in
brine before CO, injection are shown in Figure 6.27 A and B, respectively.
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Figure 6.27: Maps of the study area (along the Texas coastal zone) of spatial distributions of (A} brine density
before contact with injected CO2 and (B} initial CO2 content in brine.

The map in Figure 6.28 illustrates the calculated CO, dissolution storage in the Miocene
age reservoir section of the study area, and Figure 6.29 shows spatial distributions of
effective CO, dissolution storage using two different coefficients, C=0.04 and 0.02 based
on the results presented by Gorecki et al.(2009).

104



latitude (dd)

975 97.0 -96.5 -96.0 -95.5 -95.0 -94.5 -94.0
longitude (dd)

Figure 6.28: Contour map of the spatial distribution of theoretical CO2 dissolution storage in brine. The map is
located on the Texas coastal zone.
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Figure 6.29: Contour maps of the study area (along the Texas coastal zone) of spatial distributions of effective CO2
dissolution storage in brine with (A} C=0.04 and (B) C=0.02.

Note that in this study, temperature and pressure were assumed uniform at each
rectangular prism. However, the thickness of the rectangular prism can be up to 800
meters. Brine density after saturation with CO, and CO, solubility calculated with the
pressure and temperature at the depth of middle point of the rectangular prism may not
be reasonable.

Yang et al. (2014) published the results of this research and concluded that: 1) carbon
solubility trapping potential is most sensitive to thickness and porosity, two of the three
parameters (thickness, porosity, and area) that determine brine volume. The result
suggests that the volume of available brine in the storage aquifer is a primary control
and 2) the storage coefficient, C, appears to be one of the critical parameters for
assessing CSTP in a saline aquifer; and 3) brine-rock-CO2 reaction experiments
suggest that the most likely CO2-solubility trapping potential of the section in the area of
interest (study area) is approximately 5% of the total CO, storage capacity calculated in
Subtask 3.1.
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7 Task 7.0: Mineralization Containment

Experimental Procedure
High pressure / high temperature experimental conditions are outlined in Table 6.1.1.
Geochemical data were collected in several ways:

1) Initial brine concentrations were determined by mixing measured aliquots of NaCl
salts, NaBr salts and deionized water. Na and Cl concentrations were outside
analytical calibration on the lon Chromatographs (IC) and the inductively coupled
plasma mass spectrometer (ICP-MS). So, wet chemical procedures were used to
determine initial compositions.

2) A calibrated pH meter was used to determine pH values of the brine during
sampling. A Hach digital titrator using 0.1600 M H,SO4 was used to measure
alkalinity. Because of the small volumes of brine used, 2-3 ml of reacted brine
were diluted to ~30 ml using de-ionized water and the alkalinity was determined
using the inflection point method calculated on the USGS alkalinity calculator.

3) Major cation and anion concentrations were measured on two Dionex ICS-1100
ion chromatographs and these analyses are indicated in the data tables by the IC
heading.

4) Major and trace elemental analyses were performed on an Agilent 7500ce
inductively-coupled plasma mass spectrometer (ICP-MS).

Table 6.1.1: High temperature / high pressure experimental conditions

Experiment Temperature { C) Pressure (bar) Salution Properties Rack Tvpe Comments

A 100 200 DI Miocene

B 100 200 1.88 mol/kg NaCl sol. Miocene

D 70 200 1.88 mol/kg NaCl sol. Miocene

E 100 300 1.88 mol/kg NaCl sol. Miocene

F 150 200 1.88 mol/kg NaCl sol. Miocene failed after 9 samples, Not analyzed
G 135 200 1.88 mol/kg NaCl sol. Miocene failed after 3 samples, Not analyzed
H 130 200 1.88 mol/kg NaCl sol. Miocene

L 100 200 1.88 mol/kg NaCl sol. Miocene Re-run of experiment B

The experimental design varied the temperature, pressure and ionic strength of the
reacted solution with approximately 8 grams of Miocene rock fragments. Major cations
and anions of the reaction solution were analyzed by lon Chromatography (IC), and
trace cations were analyzed on an Inductively Coupled Plasma Mass Spectrometer
(ICP-MS). The majority of results have been reported in the last quarterly report, and we
present selected data in graph form in this report.

The L series is a duplicate of the B series experiment and was re-run because the
experimental design evolved over the course of the experiments. We re-collected the
sample data so the results are more compatible with later runs. Both runs show good
correlation suggesting variations in geochemistry are a result of experimental conditions
and not inter-sample variability. Figures 7.1.1 show plots of reaction time vs. elemental
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abundance in the reaction fluid during reaction of Miocene sediments, 1.88 Mol/L NaCl

solution and super critical CO, at 200 bar of pressure.

Plots in Figure 7.1 show a

positive correlation between reaction time and elemental abundance.
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Figure 7.1: (A-D) — A) Calcium dissolution rates are highest in experiments with the lowest temperature because of
higher calcite and CO2 solubility at lower temperatures. Carbonate dissolution likely controls Ca concentrations.
B) Mg concentrations are also likely controlled by carbonate dissolution. C) and D) Si and K concentrations are
likely controlled by K-feldspar dissolution. The silicate dissolution reactions appear to be positively correlated with

reaction temperature.
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Figure 7.1.1: (E-H) — E. P concentrations are positively correlated with reaction
temperatures for most experiments but the correlation is weak and the abundances stay
relatively low and constant. Mn concentrations are likely controlled by both carbonate and
silicate weathering. Some source of Mn from silicates is likely because Mn shows a
steady increase after Ca concentrations stabilize indicate carbonate dissolution has
slowed. H. Ba concentrations show the same general behavior as Ca suggesting they are
controlled by carbonate dissolution. Contamination from drilling fluids is also a
possibility.
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Figure 7.1.1: (I-L) — Rb, Sr, Co and Cs also show a positive correlation with reaction time.
Sr is likely controlled by carbonate dissolution similarly to Ca. Rb, Co, and Cs sources are
not as easy to identify. The steady increase in elemental concentrations suggests a
silicate source.
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Figure 7.1.1: (M-O) — Ni and Zn concentrations are positively correlated with reaction time,
however these elements have been identified as a component of the Hastalloy reaction
vessel and are likely not controlled by water rock interactions. Pb may be a result of water
rock interactions. The source of Pb is currently still being studied.
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Plots of reaction time vs. elemental abundance in the reaction fluid during reaction of
Miocene sediments, 1.88 Mol/L NaCl solution and super critical CO, at 200 bar of
pressure. Plots in Figure 7.2 show no correlation between reaction time and elemental

abundance
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Figure 7.2: (A-D) With the exception of B these elements generally have low concentrations that are not variable
over the course of the run. U has concentrations close to the detection limit as indicated by the negative

concentrations.
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Figure 7.1.2: (E-H) — Se, Zr, Cd and Sb generally have low concentrations that do not vary
significantly during the experiment.
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way with reaction time.
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Figures 7.1.3 are plots of reaction time vs. elemental abundance in the reaction fluid
during reaction of Miocene sediments, 1.88 Mol/L NaCl solution and super critical CO, at
200 bar of pressure. Plots in Figure 7.3 show a negative correlation between reaction
time and elemental abundance
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Figure 7.3: (A-D) — Al, Cr, As and Mo all show the same general behavior. These elements are initially mobilized
with the introduction of the super critical CO2. These elements are insoluble at the low pH in the solution and their
concentrations drop to near zero soon after the reaction starts. These elements likely sorb onto Fe coatings found
in the reaction vessel and rock sample.
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Figure 7.4 are plots of reaction time vs. elemental abundance in the reaction fluid during
reaction of Miocene sediments, 1.88 Mol/L NaCl solution and super critical CO, at 100°C,

pressure is varied between 200 and 300 bar of pressure
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Figure 7.4: (A-D) — Plots comparing the reactions under 300 and 200 bar of pressure. The results in figure 7.4
indicate that variations in pressure do not significantly alter the reaction rates. Several, but not all, elemental
systems are included. The excluded elemental systems correspond to data previously represented in Figure 7.1 -

Figure 7.3.
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Figure 7.1.4 (E-G) — Plots comparing reactions under 300 and 200 bar of pressure, which
indicate that variations in pressure do not significantly alter the reaction rates.

117



Figure 7.5 includes plots of reaction time vs. elemental abundance in the reaction fluid
during reaction of Miocene samples, super critical CO, at 100°C, pressure at 200 bar of
pressure. Solution chemistry is varied between de-ionized water and 1.88 Mol/L NaCl

solution to assess the effect of ionic strength on reaction rates.
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Figure 7.1.5: (E-G) Mg has high reaction rates and elemental concentrations controlled by
higher carbonate dissolution in the NaCl brine. Fe has very low concentrations in the DI
(de-inoized) water experiment likely due to the non-reactive nature of the reaction vessel.
With the brine solution, the brine likely corroded the reaction vessel exposing reactive
surfaces and higher Fe concentrations, along with Ni and Zn (not shown). Co
concentrations remain relatively low and are likely controlled by silicate dissolution. CO,
concentrations are higher in the brine solution suggesting enhanced dissolution; however
Si and K concentrations do not show this increase.

The amount of calcite dissolution is greater in the brine experiment compared to the DI
water case. As previously reported, calcite minerals were almost completely consumed
at the reacted surface; whereas, below the surface reaction rim calcite is still abundant.
EDS (electron dispersive spectrometry) scan results show that calcium content dropped
significantly on the reacted sample surface (Table 6.1.2). Clearly, more calcite was
consumed in the brine experiment than in the DI water experiment (i.e., 1.1% Ca
remained at the reacted surface in the latter) (Table 6.1.2). The SEM observation
matches well with the water chemical analyses. Calcium concentration in the brine
reached 914 ppm at the end of the brine experiment compared to 544 ppm in the DI
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water run. Apparently, under the reaction conditions calcite solubility is higher in brine
than in fresh water.

Table 6.1.2: Chemical composition of rock sample of SEM energy dispersive spectrometry (EDS). Each result
obtained from an EDS scan over an area of 1.48x1.28 cm.

Ca% Na% K% Mg% Fe% Ti% Cr%

Unreacted sample

1 4.2 1.2 1.7 0.6 58 0.7

2 50 1.4 1.3 0.7 6.3 0.7

3 4.9 1.2 1.4 0.6 6.3 0.8

4 4.6 1.2 1.4 0.7 6.3 0.7
Average 4.7 1.2 1.4 0.7 6.2 0.7
Reacted with DI+CO,

Sample inside

(DI+CO,)

1 4.8 1.4 1.8 0.9 59 0.8

2 4.7 1.3 1.2 0.8 54 0.8
Average 4.8 1.4 1.5 0.8 5.7 0.8
Reacted surface

(DI+COy)

1 1.8 1.4 1.6 7.5 0.7

2 0.8 1.0 1.3 0.8 71 0.7 0.8
3 0.7 1.0 1.1 0.8 7.5 0.7 0.6
Average 1.1 1.1 1.3 0.8 7.4 0.7 0.7
Reacted with brine+CO,

1 0.7 1.5 1.9 04 4.7

2 0.5 1.2 1.9 0.3 56

Average 0.6 1.3 1.9 0.3 5.2

Reacted with brine+C0O,+0,

1 0.7 1.1 1.7 0.5 20.3 0.6 0.7
2 0.6 1.9 1.8 0.8 14.8 0.5
Average 0.7 1.5 1.7 0.7 17.5 0.6 0.7

The reaction temperature had a significant effect on calcite solubility. Experiment D was
run at 70°C, B and L were run at 100°C, and H was run at 130°C. The experiment run at
the lowest temperature shows the highest calcite solubility and calcite dissolution rates.
The experiment run at the highest temperature shows the lowest calcite solubility and
calcite dissolution rates (Figure 7.1a). The calcite solubility is likely controlled by CO,
solubility which is higher at lower temperatures. The higher CO, solubility lowers pH
which results in higher calcite dissolution rates and calcite solubility.
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Mineral composition change

Mineral composition of the rock sample used for the reaction experiments was analyzed
using the X-ray diffraction method. One of the rock samples retrieved after reaction was
also analyzed using the same procedures in order to investigate potential changes in
mineral composition caused by CO, reactions (Table 6.1.3). Together with the results of
water chemistry and SEM imaging, mineralogical variations aid in determining which
mineral reactions occurred during the experiments.

Sample preparation and analysis

Bulk powders of the original and reacted rock samples were prepared by means of wet
grinding and spray drying. The samples were first disintegrated using a TEMA ball mill
before further grinding in a McCrone Micronizing Mill. The samples were ground for 16
minutes in 0.5% (wt./vol) aqueous solution of polyvinyl alcohol to reduce particle size
sufficiently to less than 10 mm. The resulted slurry samples were sprayed from top of a
spray drier and dry samples were collected at the bottom. X-ray diffraction analysis was
conducted on a Bruker AXS D8 diffractometer at the University of Texas at Austin.
Bruker's Eva software was used to identify mineral phases. Quantitative analysis was
conducted using Topas 3, a personal computer software package based on the Rietveld
method (Bish, 1994). Quantitative phase analysis results from this method are accurate
to within 2% absolute error.

Table 6.1.3: XRD mineral composition of the unreacted and reacted Miocene sample (Experiment B), Well
Matagorda Island OCS-G-3733 A-6 (427034015800), 9205 ft.

Sample  Quartz Kaolinite Calcite lllite Plagioclase K-feldspar Total
Original 43.5 6.2 11.8 5.0 18.4 15.2 100.0
Reacted 49.1 4.5 9.6 5.1 18.1 13.6 100.0

XRD results show small differences between the original and reacted sample. The
reacted sample shows decreases in calcite and K-feldspar abundances and increases in
Kaolinite and quartz. For all minerals except quartz, changes are less than 2%, within
the range of instrument error. However, quartz abundance in the reacted sample is 5.6%
higher than the unreacted sample. Such a big change should be real; therefore the
changes in other mineral phases may also be real. Decreases in the abundances of
calcite and K-feldspar further confirm that the increases of Ca, K and alkalinity in solution
during experiments were mainly caused by dissolution of calcite and K-feldspar. SEM
examination of the reacted rock samples show dissolution features of calcite and
feldspar minerals. Together with semi-quantitative element concentrations of X-ray
Energy Dispersive Spectrometry results also show reduced Ca concentration on reacted
rock surfaces. Combining all available evidence, one can easily conclude that two major
mineral reactions occurred during the experiments:

CaCO3 + C02 + H20 -2 CaZ+ + 2HCO3-
Equation 6.1-1

2KAISi;O5 (K-feldspar) + 2H + H,0 = 2K* + Al,Si,05(OH), (kaolinite) + 4SiOyq)
Equation 6.1-2
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The calcite dissolution rate is dependent on temperature and partial CO, pressure, with
more prominent control from temperature. In the temperature range of this study, calcite
dissolution rate decreases with higher reaction temperature (Figure 7.3). The difference
caused by pressure variations is much smaller. In fact, calcite dissolution rates at 200
bar and 300 bar (L and E runs) are similar (Figure 7.4). Experiment B at 200 bar shows
lower dissolution rates, but this experiment showed signs of leakage during the process
and the results may be problematic.

Plagioclase (albite) dissolution rate is as high as K-feldspar; therefore, dissolution of
plagioclase may also have occurred during the experiment as modeling results
suggested. (See next section). The first reaction experiment (Experiment A) using DI
water showed that Na concentrations in water increased from 24 ppm to 54 ppm during
CO, stage. The additional sodium indicates albite dissolution. In other experiments
where 1.88 molar NaCl solutions were use, no notable Na increases were observed. The
modest release of sodium from albite dissolution may have been swamped by high Na
concentrations in background.

Kaolinite is a usual reaction product of feldspar dissolution as Equation 6.1-1 states.
However, kaolinite XRD abundance in reaction sample is not higher; in fact it is lower
than the original sample. XRD analysis of clay minerals usually has higher analytic
errors because it is very difficult to achieve and control random orientation of clay
minerals. Therefore, it is possible that small amount of kaolinite may have precipitated
during the experiment, but XRD analysis is not sufficiently precise to detect its increase.
Another possible explanation is that due to slow kinetic rate, kaolinite precipitation may
be limited even it is supersaturated in the solution.

Modeling approach

In this study, PHREEQC, was used to simulate brine-rock-CO, interactions in batch
experiments under high pressure and high temperature (Parkhurst and Appelo, 1999).
PHREEQC is based on an ion-association aqueous model and has capabilities for (1)
speciation and saturation-index calculations; (2) batch-reaction and one-dimensional
(1D) transport calculations involving reversible reactions, which include aqueous,
mineral, gas, solid-solution, surface-complexation, and ion-exchange equilibria, and
irreversible reactions, which include specified mole transfers of reactants, kinetically
controlled reactions, mixing of solutions, and temperature changes; and (3) inverse
modeling, which finds sets of mineral and gas mole transfers that account for differences
in composition between waters, within specified compositional uncertainty limits
(Parkhurst and Appelo, 1999).

PHREEQC generally is used for performing a wide variety of low-temperature aqueous
geochemical calculations. However, it has been used to simulate water-rock-CO,
interactions under high pressure and high temperature (Berger et al., 2009; Heeschen et
al., 2011; Jacquemet et al., 2009; Koenen et al., 2011; Soong et al., 2004; Tarkowski
and Uliasz-Misiak, 2007; Xie et al., 2006) as long as an appropriate geochemical
database is used.

In this study, geochemical models are based on the integrated LLNL thermodynamic
database, “thermo.com.V8.R6.230” (Johnson et al., 2000). The reaction constants
compiled in this database can be applied to the temperature ranging from 0°C to 300°C.
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However, PHREEQC simulates gas phases as ideal gases. It may lead to significant
errors if total pressures of the gas phase measured in the batch experiments are directly
used in PHREEQC. So in this study, we used WINPROP to calculate CO, gas fugacity
of each batch experiment as partial pressure of CO, in PHREEQC. WINPROP is CMG's
equation of state multiphase equilibrium property package featuring fluid
characterization, lumping of components, matching of laboratory data through
regression, simulation of multiple contact processes, phase diagram construction, solids
precipitation, and more (CMG, 2011).

Water compositions of batch experiments (Table 6.1.4) measured immediately before
CO, was introduced into the reactor were used as initial conditions in the models. Initial
value of pH in the model is assumed to be 7 since the brine was made by adding NaCl
to the distilled water. Table 6.1.4 also lists the volume of the brine and CO, fugacity
which were used in the numerical model. CO, fugacity of each batch experiment was
calculated using WINPROP.

Table 6.1.4: Initial water composition used in the geochemical model of 5 batch experiments.

A B D E H
Al (moles/kgs of H,0O) 3.01E-05 5.26E-05 2.72E-05 5.92E-05 3.18E-06
Ca (moles/kgs of H,0) 5.74E-04 2.50E-03 2.91E-03 2.87E-03 2.17E-03
Cl (moles/kgs of HO) 2.50E-03 1.82E+00 1.77E+00 1.83E+00 1.88E+00
K (moles/kgs of H,O) 6.58E-05 5.07E-04 2.81E-04 3.72E-04 1.65E-04
Mg (moles/kgs of H,0) 1.32E-04 3.61E-04 2.81E-04 3.90E-04 8.38E-05
Na (moles/kgs of H,0) 1.06E-03 1.82E+00 1.76E+00 1.88E+00 1.88E+00
Si  (moles/kgs of H,0) 6.82E-04 7.75E-04 1.86E-04 5.42E-04 2.64E-04
pH 7 7 7 7 7
Temperature (°C) 100.0 100.0 70.0 100.0 130.0
Total Pressure (Bar) 200.0 200.0 200.0 300.0 200.0
CO2 Fugacity (atm) 1204 120.4 97.5 152.2 138.2
Water volume (ml) 150.0 150.0 150.0 150.0 150.0
Rock samples (g) 8.0 8.0 8.0 8.0 8.0

Note: CI- concentrations for each batch were estimated based on charge balance.

The geochemical model considers 6 primary minerals and 7 secondary minerals (Table
6.1.5). Mineral dissolution and precipitation were simulated with kinetic theory and the
reaction rates are given by (Palandri and Kharaka, 2004),
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Equation 6.1-3

where SA is reactive surface area, k228,1° k29815 29815 are rate constants for acid,
neutral and base conditions at temperature, 298.15 K, E .y, Encutrai» Epgse are
activation energies (J mol™), T is the temperature (K), R is the gas constant, Q is mineral
saturation index, p and g are empirical and dimensionless parameters, ay. is activity of
H* in water and n is a parameter estimated from experiments. From Equation 6.1-3, it
can be seen that mineral reaction rate includes three mechanisms. Parameters for
calculating reaction rates of minerals are listed in Table 6.1.5 (Palandri and Kharaka,

2004).

The ftrial and error method was used to calibrate reactive surface area of minerals for
each batch experiment by fitting concentrations of major ions.

Table 6.1.5: Parameters for calculating kinetic rate constants of minerals.

Mass (%) Neutral mechanism Acid mechanism ) Base mechanism
° l_c(mol/glz/s) E(kj/mol) I_c(mol/r_nz/s) E(kj/mol) n; k (mol/m™/s) E(kj/mol) nj;
43.5 1.023~10™ 87.7
6.2 6.918 10 222 4.898 10" 659 0777 89131078 17.9 -0.472
11.8 1.549-10°¢ 23.5 5.012-10"! 14.4 1.0
5.0 1.660-10™" 35 1.047-101 23.6 0.34 3.020-10" 58.9 -0.4
15.2 3.890+10™" 38 8.710-10 51.7 0.5 6.310+1072 94.1 -0.823
18.4 2.754-10" 69.8 6.918-10™" 65.0 0457 2.512-10" 71 -0.572
4571101 23.5 4.169-107 14.4 1.0
1.260+10° 62.76 1.590-10™ 45.0 0.9
1.260- 107 62.76 1.590+<10* 45.0 0.9
1.260-10° 62.76 1.590-10™ 45.0 0.9
1.660+10™" 35 1.047-10" 23.6 0.34 3.020107" 58.9 0.4

Note that: all rate constants are listed for dissolution.

Preliminary modeling results

Since the rock samples are the same for the five batch experiments, the only
geochemical parameter needed to be calibrated is reactive surface area. Calibrated
reactive surface areas of each mineral in the five batch experiments are listed in Table
6.1.6. Because secondary minerals were not initially present in the rock samples,
surface areas for those minerals are assumed to be 0.01 m?, and no calibrations were
conducted for those minerals. Reactive surface areas of primary minerals are calibrated
by fitting concentrations of major ions over time with a trial-and-error method. The
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reactive surface area of calcite was calibrated to fit concentration measurements of Ca
and Mg (Figures 7.6-7.10). It should be noted that since Mg concentrations have a
strong correlation with Ca concentrations in all five batches, Mg is consider as a
replacement of Ca in the calcite molecular structure. Reactive surface areas of calcite in
the B, D, E and H are very close, about 25 times the reactive surface area of calcite in
the A-batch.

Table 6.1.6: Calibrated reactive surface areas of minerals at the five reactors

A B D E H
Mineral mass Surface Surface Surface Surface Surface Surface Surface Surface Surface Surface
(g) area area area area area area area area area area
() eme) (@) (em’g)  (md) (emg)  (md) (emfg)  (md) (em/g)
primary
quartz 348 1.0E+02  2.874E+05  1.0E+02  2.874E+05 1.0E+02 2.874E+05 1.0E+02 2.874E+05 1.0E+02  2.874E+05
kaolinite 0.496 1.0E-01  2.016E+03 1.0E-02  2.016E+02 6.0E-02  1.210E+03 2.0E-02  4.032E+02 2.0E-02  4.032E+02
Calcite 0944  4.0E-06 4.237E-02 1.0E-04  1.059E+00 2.0E-04  2.119E+00 1.5E-04  1.589E+00 1.0E-04  1.059E+00
llite 04 1.0E-01  2.500E+03 5.0E-01  1.250E+04  5.0E-01 1250E+04  5.0E-01 1.250E+04  5.0E-01 1.250E+04
Albite 1472 5.0E-02  3.397E+02 5.0E-02  3.397E+02 5.0E-02  3.397E+02 5.0E-02  3.397E+02 5.0E-02  3.397E+02

K-feldspar 1.216 3.5E-02  2.878E+02 1.0E-01  8.224E+02 1.5E+00 1.234E+04 14E+00 1.151E+04  5.0E-01 4.112E+03
Secondary

Magnesite 0.01 0.01 0.01 0.01 0.01
Siderite 0.01 0.01 0.01 0.01 0.01
Ankerite 0.01 0.01 0.01 0.01 0.01
Downsonite 0.01 0.01 0.01 0.01 0.01

Surface areas of silicate minerals are calibrated to fit concentrations of Na*, K*, Si, and
AP* (Figure 7.6-Figure 7.10). It appears that the reactive surface areas are consistent in
the five batches although reactive surface areas of K-feldspar and kaolinite showed
some differences in the five batch experiments.
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Figure 7.8: Comparison of concentrations of major ions measured and modeled for the D-batch
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Figure 7.9: Comparison of concentrations of major ions measured and modeled for the E-batch
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Figure 7.10: Comparison of concentrations of major ions measured and modeled for the H-batch

Generally, the geochemical models reproduced concentration measurements of Ca and
Mg well (Figure 7.5), confirming dissolution of calcite when CO, was injected into
samples of the reservoir. The geochemical models also fit well with K concentration
measurements, suggesting that K came from dissolution of K-feldspar when CO, was
injected. Modeled Na concentrations match well Na concentration measurements
(Figure 7.6-Figure 7.10), indicating CO; injection leads to dissolution of albite. The
geochemical models slightly overestimate Si concentration measurements and
underestimate Al concentration measurements. Si and Al are dominated by dissolution-
precipitation of silicate minerals and potential secondary minerals. Proper selection of
secondary minerals in the geochemical model seems very important. Geochemical
models show that Dowsonite precipitates in the B, D, E and H batch experiments (Figure
7.6), not in the A batch experiment because of higher salinity (higher Na+ concentration)
and injection of CO5 in the B, D, E and H batch experiments.
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Figure 7.11: Cumulative amount of Dawsonite precipitation over the time calculated in the geochemical models.

The results of the batch experiments are also presented in Mickler (2014 ).

8 Task 8.0: Leakage Pathways

During the first 2 years of the Study, Task 8 consisted of considering feasibility a P-
Cable system (before the augmented funding), planning, ordering and receiving the P-
Cable system (Figure 8.1). During the final 2.5 year of the Study, operation of the P-
Cable system and data acquisition were the primary activities associated with Task 8.

The P-Cable system allowed for the acquisition of very high-resolution 3D seismic
(HR3D) of the shallowest 800 to 1500 milliseconds (ms) (approximately 1 kilometer) of
the subsurface. With these data the Study’s geoscientists expected to be able to analyze
the shallowest section of the geologic subsurface (i.e., the overburden or confining
system), which would comprise the sealing (a.k.a. “caprock”) units above a potential CO,
sequestration site. With such a dataset the stratigraphy and possibly the natural fluid
flow system would be visible in unprecedented detail. The three acquired HR3D datasets
met expectations, and each subsequent dataset yielded improved results as acquisition
and processing techniques advanced.

Interactions between the BEG and the manufacturer, Geometrics, Inc. were initially
conducted by Drs. Nathan Bangs and Matt Horbach because they had previous
experience with an older version of the P-Cable. After delivery of the system, which
spanned the time frame from July 2011 — June 2012, the main interactions between
Geometrics and the Study were conducted by PI, Dr. Tip Meckel and co-Pl, Ramon
Trevino.

The first components of the system to be delivered were the paravanes (Figure 8.2). The
final major components to be delivered were the four large, specialized winches (Figure
8.3), manufactured by (Geometrics’ subcontractor, DT Marine. After delivery of the
marine components of the system, it was assembled at the BEG and tested (Figure 8.4).
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Figure 8.1: Diagram of a deployed P-Cable system. Note the starboard and port doors (another term for
"paravanes").
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Figure 8.2: Photo showing the starboard and port paravane doors immediately after delivery at 7th7e:Bureau of
Economic Geology receiving dock. Tip Meckel on the right for scale.
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June 12, 2012

4 Winches purchased from DT Marine

SIGMAL
CABLE

Figure 8.3: Photograph of the four custom-designed and manufactured P-Cable winches in the manufacturing
facility of DT Marine Products, Inc (Houston, TX). The photo was taken on June 12, 2012 during their inspection by
Tip Meckel. Note the labels for each, respective, winch. There are two winches for the, respective, lines connected
to P-Cable system paravanes (i.e., one for the port paravane and another for the starboard paravane). There is one

winch for the cross-cable (aka “P-cable), and one winch for the data signal cable.
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Figure 8.4: Final system assembly and powered system test.
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The first and second datasets were collected during 2012 and 2013, respectively, in the
area shown in Figure 8.5. The area was of great interest to the Study because of the
well-known and documented presence of the San Luis Pass Salt Dome (SLPSD) a
deep-seated salt dome that extends to just beneath the present seafloor. The first HR3D
dataset was collected using the R/V Iron Cat (Amelia, LA) in July, 2012 Figure 8.6. As
with all field operations, many issues and challenges were overcome during the 2012
HR3D acquisition, and in the end a complete seismic dataset was acquired. Initial, pre-
processed results looked encouraging (Figure 8.7). However, the fully processed
dataset’s quality was lower than expected (Figure 8.8). The goal of the data processing
was to preserve the very high frequency content (up to 200 Hz) and to image very small
displacement faults and variations in stratigraphy.

Univ. Texas
P_-Cable Cruise
July 15-31, 2012

- ——— PERMITTED
AREA

\‘v E:;H,usu
- % : INTENDED DATA
COLLECTICOM

AREA (blug)

' Origin: -95.132, 28.972

Initial bearing:ﬂdd“EB'T{]" {Hawersine}
Line length: 12.04 km

{can be 12 km exact)

120 m line spacing

| Tolines

Figure 8.5: Map view of the San Luis Pass area. The southwestern end of Galveston Island is shown in dark gray.
The permitted area is within the red rectangle. The survey area is within the light blue rectangle. Note the sub-
circular shape in the north corner of the survey area. The shape depicts the approximate outline of the San Luis
Pass Salt Dome.
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Figure 8.6: Photo showing the R/V Iron Cat at a dock in the port of Amelia, LA. Note the bright orange-colored
paravanes and black and their yellow floats strapped to the side of the ship.
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Figure 8.7: Gathers before and after moveout from sail line 5656A. Left hand side of the figure shows gathers
sorted into traces from each of 20 shot with a common streamer channel (channel 70 — 75). Right hand side shows
the same traces after applying a normal moveout using a velocity of 1500 m/s. At the top is a plot of the source-
receiver offset in meters, and the receiver y-component position in meters. The misalignment of the traces after
moveout is a function of the offset range variations. Note the large sub-vertical feature in the center and center-
right of the figure; this is a seismic depiction of the SLP salt dome. The vertical scale is in time (seconds).
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Figure 8.8: A perspective view of a piece of the 3D seismic data volume. The cube shows a cut away into the
volume through the SE edge of the salt dome. The salt extends horizontally into both vertical planes and lies about
40m below the seafloor. Arrows show the orientations of two conjugate fault systems. Both of these faults have
very small offsets and are identifiable by subtle changes in reflection amplitudes of horizontal strata and small
vertical displacement.

Analyses of the 2012 dataset indicated that the main issues were related to incorrect
navigation and/or relative timing of data from each of the successive lines. Even though
most of these issues were apparently resolved, more improvement was still possible.
Consequently, in the spring of 2013, field tests were undertaken to find the possible
sources of error. Principal Investigator, Dr. Tip Meckel and GRA Julie Ditkof traveled to
the BEG’s Houston Research Center during the last week March, 2013. They conducted
a ‘static field test’ (Figure 8.9) with navigation subcontractors and research partners NCS
Subsea, Inc. The main issues were accurate absolute positioning of the receivers and
sources and relative timing of data from each of the successive lines.
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Figure 8.9: Static field test using the cross cable. A series of tests were conducted to verify the accuracy of
algorithms used to calculate streamer receiver position during the San Luis Pass dataset acquisition in July 2012.

The static field test was conducted using the cross cable portion of the acquisition
system, to which the individual streamers with receivers are attached at junction boxes
during data collection. The cross cable was laid out in a field (George Bush Park) in
suburban Houston. To assure accurate positioning, geodetic monuments were installed
and GPS referenced. These monuments were used to survey in positions of junction
boxes for various test-array geometries. Surveyed positions were taken to be ‘true’
positions of junction boxes, and these were compared with numerical solutions of
positions calculated using only cross cable end point positions and orientation of junction
boxes using the internal compass data. The latter are used to locate receivers while at
sea. So, the tests conducted were meant to better-understand any sources of error in
the positioning algorithm.

Cross cable geometries were constructed in the field by dragging the cross cable end
points (using field vehicles) along the various separation corridors (Figure 8.2). Figure
8.11 provides an example of calculated receiver positions superimposed on a satellite
image of the static field test location. The receiver positions were determined using the
GPS positions of the ends of the cross cable and the junction box compass orientations.
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Figure 8.10: Schematic model of the static field test of the P-Cable’s crossline (a.k.a., cross cable). The model shows
four cross cable geometries used in the static field test. Each cable represents a different end-point separation
distance and shortening factor. Shortening factor is the total cable length divided by the end-point separation for
each of the four geometries investigated. Cross cable geometries were constructed in the field by dragging the
cross cable end points along the various separation corridors (indicated by labeled arrows) using field vehicles.
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Figure 8.11: Satellite image of the static field test location with superimposed GPS receiver positions. Blue and red

points represent receiver positions determined by two, respective, algorithms. Junction box positions are
calculated and then compared to known surveyed positions using a total station and established geodetic
benchmarks.

A primary result from the static field test indicated that the software solution for receiver
positions was robust but sensitive to the distance from the constrained GPS location of
the end of the cross cable to the first junction box and tow point on the cross-cable. The
conclusion is important for validating the commercial software solution for future data
collection activities. A second initial result is that the offsets used for initial processing of
the San Luis Pass HR3D data were less than they should have been, which likely
resulted in some positioning error and affected the subsequent processing of the data.
After the field test a new set of receiver locations was calculated and provided for
another round of data processing. Results from one line indicated that the revised
positions provided improved data quality, and the rest of the data volume was processed
using the new positions.

In addition to the issues related to positioning, which the static field test addressed and
corrected, there were also logistical issues with the vessel used in the 2012 survey
acquisition cruise. In order to address the issues a different organization and vessel
were identified and utilized for the 2013 and 2014 surveys. In both of those surveys, TDI-
Brooks International, Inc. and their vessel, the R/V Brooks McCall (Figure 8.12), were
incorporated into the research effort related to the P-Cable High Resolution 3D (HR3D)
seismic acquisition system. Due to the time and effort required to find a new vessel and
because of the logistics and scheduling conflicts, the 2013 survey was delayed by 6
months; it occurred in late October () instead of May.
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Figure 8.12: Photo of the R/V Brooks McCall (TDI-Brooks International, Inc.) at it’s dock in Freeport, TX on October
16, 2013 during initial installation activities for the Study’s 2nd HR3D survey acquisition.
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Figure 8.13: Aerial photo of the R/V Brooks McCall during active HR3D (P-Cable) seismic acqusition in the latter half
of October, 2013, offshore San Luis Pass, Tx.

The data acquired in the 2013 survey were clearly improved when compared to those of
the 2012 survey. From the start, data collection results were encouraging. The use of 90
cu. in. pneumatic sources instead of the 210 cu. in. sources used in 2012 appeared to
qualitatively result in better data when compared to the 2012 survey (Figure 8.14).

After considerable effort, a much better array spread was achieved. In terms of
paravane separation, cross-cable shape, and source receiver offsets the spread close to
what the static field test data indicated would be ideal. In addition, modeling that was
requested and purchased from Global Dynamics prior to the 2013 survey cruise was not
a direct match, but provided good guidance and was worth the effort. In addition,
specialized equipment from 3PS, Inc. (a new instrumented sheave for the signal cable
winch) proved useful for tow line payout distance and real-time information during
deployment/recovery. The instrumented sheave was fairly useful, but ultimately, the
tension measurements were only relative. However, the data could be plotted in real
time in the lab, thus somewhat reducing the possibility damaging the signal cable (a very
expensive component of the system).
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Figure 8.14: Photo of a computer monitor showing a one-channel field record over part of the San Luis Pass salt
diapir.

Processing of the 2013 P-Cable dataset resulted in great improvements in data quality
versus the 2012 dataset. Figure 8.15 presents three time slices from the dataset at 108,
144 and 173 milliseconds (ms), respectively and shows clearly identifiable geologic body
morphologies. In each of the time slices the San Luis Pass Salt Dome is visible as the
sub-circular body in the lower right-hand portion of each slice. Other visible geomorphic
features include 1) a fault shown as a thin green line near the upper left corner of each
time slice, 2) a low-sinuosity (fluvial?) channel (blue arrows) on 108 ms time slice and 3)
a higher sinuosity channel (orange arrows) on the 173 ms time slice.
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Figure 8.15: Slices in the time domain (i.e., at 108, 144 and 173 milliseconds, respectively} through the fully
processed P-Cable dataset collected in October, 2013.

Figure 8.16 shows a three-dimensional amplitude volume of a portion of the October,
2013 dataset in which a time slice at approximately 100 milliseconds (ms) comprises the
upper portion of the image and the foreground is a vertical slice (in the time domain)
from 100 ms to approximately 700 ms. The vertical right edge of the image includes the
edge of San Luis Pass Salt Dome previously noted in the horizontal time slices of Figure
8.15. Note the steep vertical nature of the salt dome.

The two light green arrows in Figure 8.16 identify a significant, previously unrecognized
feature, in the San Luis Pass area. The same feature is identified by a light green arrow
on Figure 8.15. In the vertical seismic view (Figure 8.16) the feature expresses itself as a
dimming or blanking of the amplitudes, sometimes called wipe-out zones. In the
horizontal dimension (i.e., time slice) the feature is expressed as a “bright” amplitude,
the highest amplitudes in the entire volume. Note how bright the red (positive) and blue
(negative) amplitudes are relative to the rest of the volume. The vertical view of this
feature is typical of a “gas chimney,” ((Gay et al., 2007); (Ligtenberg, 2005)) and we
interpret the feature to indicate active gas migration from depth to shallower horizons.
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Figure 8.16: A screen capture showing a three-dimensional volume of the October, 2013 dataset. The upper surface
of the volume is a time slice at approximately 100 ms. The foreground is a vertical transect from approximately 100
to 700 ms.

The high amplitudes of the gas chimney are strong enough to allow for their extraction
and visualization as “geo-bodies” (Figure 8.17). Initial interpretation of the geo-bodies
indicates that gas migrates laterally increasing distances with decreasing depth. The gas
chimney’s presence indicates that deeper potential reservoirs below the chimney’s
location are not good candidates for CO2 storage.
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Largest anomaly is ~0.5 sq. km.

e S —

Figure 8.17: Screen capture of the same vertical seismic transect as in figure 8.7 but in this case with shallow “geo-
bodies” (based on high amplitudes) extracted from the 3-D dataset.

The gas chimney identification and observations verified the initial research impetus for
acquiring the P-Cable system and proved its utility and promise as a CO, monitoring
tool. Similarly, the 2013 HR3D dataset did not confirm the initial research team’s
hypothesis that the San Luis Pass Salt Dome was a poor candidate for CO, storage. On
the contrary, the dataset does not indicate any active vertical fluid migration near the salt
dome. The area near the salt dome may still be prospective for CO, sequestration.

With the positive outcome from the 2013 survey, a new survey area was selected for the
third and final (i.e., 2014) HR3D survey of the Study. Figure 8.18 shows the 2014 survey
location, which was chosen because it was not near any known salt features, and there
were indications from the Study’s regional analyses (e.g., Figure 8.19 and Figure 8.20)
that there were very thick sandstone units and potential confining zones (i.e. “caprocks”).
In addition, the area encompassed historic oil and gas fields (Figure 8.19).
Consequently, the new area was expected to not contain large gas chimneys.
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Figure 8.18: Map showing the location (within dashed rectangle) of the next (third) P-Cable cruise.
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— —
Figure 8.19: Well-based structure map of the Amphistegina B top in the area of interest for the next P-Cable survey.
The area encompasses several small oil and gas field (e.g., the red arrow). Note line of section AA’ for Figure 8.20.
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Figure 8.20: Structural cross section AA’ (see Figure 8.19} in a dip direction. Note the blue shaded unit that
encompasses the Amphistegina B maximum flooding surface, a potential confining unit for the underlying
sandstones.

The Study’s third HR3D (P-Cable) seismic survey acquisition cruise occurred in the first
half of April, 2014. As with all complex field operations, there were operational
challenges. However, despite recurring problems with various GPS units (e.g., starbord
tripoint assembly, port paravane GPS), the P-Cable system was deployed and
operational within approximately 36 hours of departing port. This was the earliest
deployment of the study’s three surveys. The relatively quick deployment was mostly
because of the experience that the science and ship’s crews had gained in previous
deployments. In addition, learnings from the previous surveys was employed in the 2014
cruise. For example, the pneumatic source (airgun) compression needs had been
overestimated for the single 90 cu. in. guns in the 2013 cruise. Therefore, compression
were reduced from four in 2013 to three in 2014, and in the latter cruise only two
compressors were used at any one time, and then only temporarily.

Several lines of good data were acquired in the first two 24 hour periods (April 3-4), but a
malfunction of the signal cable required a return to port (April 5) to change out with the
spare signal cable. By the evening of April 6, the system had been re-deployed, but the
continued problems with GPS units delayed resumption of data acquisition until the
morning of April 7. Data acquisition resumed at approximately 09:00 of April 7 and
continued on a 24 hour schedule until midday on April 10.
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Ultimately, the survey acquired a total of:

480 In-lines X 6.25m spacing = 3Km
2350 X-lines X 6.25m = 14.687Km

95% of the lines contained data resulting in approximately 42 sq. Km of data (Figure 8.6).
Effective record for imaging was about 2.5 seconds twtt (two-way transit time) or
approximately 2 Km in some areas.
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Figure 8.21: Map showing the amount of seismic fold (i.e., the number of field traces that are summed during data
processing) with color (scale on the right vertical axis) indicating the number of traces per CDP (common depth
point gather). The map also indicates the acquisition coverage. Note the gap in coverage (i.e., gray polygon within
the red fold coverage), which is due to an existing oil well platform.

Processing
Experience from the 2012 and 2013 surveys also benefited the post-acquisition data
processing. Following is a description of the initial processing stream.

The Study team’s processors received the dataset on May 6, 2014 in SEGD format
along with associated navigation files in UKOOA p190 format. Quality control of the data
included plotting navigation lines and file comparison between observers’ reports and
the SEGD files. Preserving the auxiliary traces for shot signature removal, the SEGD
data were read into internal ECHOS (Paradigm Software) format.

GPS errors at this stage of data collection could be analyzed using the seismic
direct/refracted arrivals. This method was used in the previous P-cable projects to
determine gross GPS errors. Simply applying a linear velocity (1527m/s) to the first
arrivals would cause the first breaks to align about a To which depends on offset and
water depth. All cables and hydrophones will align if the positioning is correct. It was
determined that the variation was within tolerance (1-2ms across cables) and could be
corrected with static corrections or ignored.

The navigation was combined with the data using the time/date stamp, internal models
for shot and receiver geometries were created and a suitable CDP (common depth
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point) grid was created. A fold map was reproduced (Figure 8.21) and was compared to
the navigation plots. Results were satisfactory.

SEGD auxiliary traces were again analyzed for the gun firing delay. A time shift of 98ms
was determined from the onset of the first near field energy. Data is 3000ms in length
with 0.5ms sampling.

Shot Domain Processing

It was determined from previous work on p-cable type surveys that mixing traces in any
domain is highly likely to remove fine detail structures seen on time slices. Our goal was
to maintain and improve geological details seen on time slices while adequately
enhancing vertical amplitudes.

Processes in order of application

1. Trace Edits - Gross scale trace edits from observers reports and QC work.

2. Static Shift - Time shift to compensate for gun delay. Times were used from first

breaks on auxiliary traces to shift the data (98ms)

Shot Signature Deconvolution from near field trace on auxiliary traces.

Secondary Signature removal using Burg spectral estimation. Process is re-

entrant. Qutput is minimum phase wavelet. We find this two pass process works

best.

Preliminary Velocity model was picked.

Spherical Divergence gain correction.

Ensemble equalization, compensate for shot to shot RMS amplitude variation.

Water bottom multiple removal (Gap deconvolution). Water depth in this area is

very shallow and varies very little from 11m depths. After this point data is

assumed to be zero phase.

9. Short period multiple removal using the automatic zero crossing method of gap
deconvolution.

10. Wavelet shaping and noise removal.

11. Velocity model building for time migration. Very little velocity variation is seen,
emphasis is on velocity model from Dix constrained velocity inversion.

12. Time Stack Volume was produced and loaded into interpretation system for
preliminary work.

13. Time migration was performed on the time volume using short apertures (1.5-2
cable spreads)

14. Time migrated volume was loaded into interpretation system.

15. Amplitude adjusted volume was produced within interpretation system (AGC) to
allow both Time Slice and Vertical section interpretations.

> w

® NSO

Figure 8.22 and Figure 8.23 are time slices at 124.5 and 147.5 milliseconds (ms),
respectively, from an amplitude volume of the dataset, which had undergone processing
steps 1-10. Similarly, Figure 8.24 and Figure 8.25 are time slices at 147 ms and 222 ms,
respectively, after processing steps 1-15.
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Figure 8.22: Time slice from 124.5 milliseconds (ms). The slice was taken after the volume had undergone
processing steps 1-10.

Figure 8.23: Time slice from 147.5 milliseconds (ms). The slice was taken after the volume had undergone
processing steps 1-10.

Figure 8.24: Time slice from 147 milliseconds (ms}). The slice was taken after the volume had undergone processing
steps 1-15 (i.e., including migration).

s e o o~ TR
Figure 8.25: Time slice from 222 milliseconds (ms}). The slice was taken after the volume had undergone processing
steps 1-15 (i.e., including migration).

Processing Methodology

P-cable data have inherent qualities, which prevent a detailed velocity analysis with
depth due to the short offsets. The level of detail in the data is best visualized using time
slices. Picking channels or faults on a time section can be very obvious, but seeing the
same geological features on a vertical section reveals only a vague impression of the 3D
object.

The Study’s processing needed to accent details in the time slice domain in order to
preserve these features. Move out became essentially flat after about 400 ms; so,
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between 0-400 some effort was made to detail the velocities. A significant inversion of
the velocities occurs from water bottom to about 400ms. This is assumed to be due to
unconsolidated sediments. In order to get the best details on the shallow time slices,
great care was given to use the time slices as a quality control for the processing.

Earlier tests showed that mixing traces in any domain is highly likely to remove finely
detailed structures visible on time slices. Tau-P, FK, array simulation, multi-trace
deconvolution and other processes that mixed traces together in any domain were found
to cause deterioration of the geological features in the time slice domain. Also, streamer
based processing was attempted and was also found to harm the time slice resolution.

High Resolution Deconvolutional Processes for P-Cable (shot domain)

Because some processing tools caused loss of resolution, only a few strictly trace by
trace processes were available to use. Fortunately most of the basic deconvolution tools
can run in either multi-trace or single trace modes. A processing methodology was
formulated to strictly address the convolutional model set by Robinson (1982),
specifically page 228-229. The model was extended to include real world noises and
systems. For example, spherical divergence is frequently not included in the
convolutional model as it is usually a scalar to the observed amplitudes. The utilized
software uses an offset-dependent spherical divergence correction based on Ursin
(1990). This makes the term for spherical spreading dependent on the velocities of the
Earth reflectivity series.

Also during the project, a new software module was released which handled the de-
ghosting of the data. This made our software almost in line with the theoretical
convolution model. The model is currently:

W(t)ops = [ [Er * Ws ™ Q * Sgeo * Nnon]+ Noise 1* [Gs * G ]* P * I,

Where:

W(t)obs = Observed (recorded) seismic trace with no post-recording processing

E

Earth Reflectivity Series (Geology)

W, = Idealized Source wavelet

Q = Absorption (Attenuation, Quality Factor)

G, Gs = Source and Receiver Ghosts

Syeo = Spherical Divergence (Geometric Spreading)

Nhon = Non Stationary Noises, multiples, seismic interference etc.

Noise = Statistically random noises, Stationary, Ergodic Properties

P, = Geophone or Hydrophone response as a function of frequency (Non minimum
phase)

I, = Instrument Response (Non minimum phase)
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This also implies the order of processing sequences. They are :

*(trace edits and geometry applied )

1. Shot Signature deconvolution which removes P, * [,

2. De-ghosting which removes G * G,

3. We assume statical noises are random and small (Noise)

4. Attenuation and Spherical divergence removes Q * Sy,

5. This leaves E; * W * N,on Which requires de-multiple processes on such multiples as
the water bottom and periodic interbed multiples. The result should be our best
approximation of the Earth Reflectivity (E; ) and be zero phase (Figure 8.26). This is also
a true amplitude result, but required shot to shot variation in amplitude to be removed.

Shot Signature, Gain, anti-Q, Min. Entropy
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Figure 8.26: Processing example in the shot domain. This is part of one shot from raw data to final devolution.
Note the earlier arrivals after Minimum Entropy Deconvolution. The arrivals correspond to the water bottom from
bathymetric observations.

3D CDP based Processing
The shot data was re-organized into CDPs. Prior to stacking the data, automatic noise
suppression and a gap deconvolution were applied and median stacking was used.

Processing the 3D data included

+ 3D surface consistent statics corrections

+ 3D surface consistent amplitude balancing

« 3D surface consistent final deconvolution

+  Kirchhoff Migration, both post stack and pre-stack volumes were produced.
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Resulting volumes were loaded into the interpretation software. Ongoing interpretation is
currently in progress.

Summary

We have found that noise reduction techniques, which mix traces in any domain Tau-P,
F-X, F-K, etc. are detrimental to the resolution of fine channel features in the Time Slice
domain. This also unfortunately includes interpolation software which do not have
available, thus the gaps in acquisition seen on the time slices. Resolution of the data
detects channels down to the cdp bin spacing (6.25 m).

The resulting processing flow should perhaps take 3 weeks , with 1 week for quality
control in the geometry, 1 week for shot domain processing and the remainder spend
with 3D processes and migration. Data in the the Gulf of Mexico transition zones when
collected with p-cable systems, shows fine details which conventional seismic survey
cannot resolve.

9 Task 9.0: Site Selection

As outlined in Subtask 2.3, site selection and characterization is generally a process that
begins with a comprehensive regional assessment and interpretation, which identifies
areas of interest (a.k.a. “leads” in the terminology of the oil and gas industry). In the
Study, regional assessment occurred in Task 2, but the process was iterative in so far as
results from Task 2 focused efforts in Task 9 and interpretations resulting from site
characterization informed Task 2. Because of the need for a robust regional assessment
before site selection commenced, work on Task 9 did not begin until late 2011, two
years after the Study’s beginning.

Site Characterization — Conventional Datasets

A sequestration site “lead” was identified offshore from the southwest end of Galveston
Island southeast of San Luis Pass. The “lead” area eventually became the focus of the
first two HR3D seismic surveys (Figure 8.5). Figure 9.1 shows a map view of the lead
and a well-log-based strike cross section across the area whose important geologic
feature is a salt dome (a.k.a. diapir) that comes within a few hundred feet of the surface.
Figure 9.2 is a well-log-based dip cross section of the same area that also schematically
shows the San Luis Pass Salt Dome. Figure 9.3 is a location map that shows the line of
section of the cross section in Figure 9.2.
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Figure 9.1: A strike cross section across the San Luis Pass, TX Salt Dome (right) and a location map and line of
section (left). The figure was prepared by former graduate research assistant, Andrew Nicholson, as part of his
work and research (Nicholson, 2012}, which were supported by the Study.
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Figure 9.2: Well log based dip-oriented cross section of the San Luis, TX Pass area extending from northwest (left)
to southeast (right} across the San Luis Pass Salt Dome. The line of section is orthogonal to that of Figure 9.1. David
Carr was the lead researcher on Task 2 and contributed to Task 9.
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Figure 9.3: Location map of the dip cross section in figure 9.2. Note: the colored polygons in the shallow offshore
waters denote different marine bottom sediment types. For example light yellow is “sand,” blue is “muddy shelly
sand,” etc. (McGowen, 1979).

Interpretation of the regional 3D seismic data (Figure 2.5) comprised a significant portion
of the regional and site characterization. Initially, most of the interpretation has been in
the time domain and included both regional geology and more localized interpretations in
the San Luis Pass Salt Dome prospect area.

The regional geologic foundation for the San Luis Pass area’s characterization
accelerated with the interpretation of a regionally extensive, high amplitude reflection
above the Marginulina “A” and below the Amphistegina “B” bio-markers. The reflection
was identified and mapped (in time) using the Seismworks and Geoprobe modules of
the Landmark geological interpretation package. The resultant time-structure horizon,
informally named “LM2” (a.k.a. Lower Miocene 2) was then exported to the Petra
geologic interpretation software package where fault bounded “catchment areas” were
manually defined based on fault locations and changes in horizons’ dips in non-faulted
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areas. Figure 9.4 shows the outlines of the catchment area polygons. Figure 9.5 shows
the polygons superimposed on the time structure map of the LM2 horizon. Figure 9.6
shows well log rasters available in and around the mapped area.

—

San Luis Pass
Salt Dome

Figure 9.4: Polygons outlining fault block “catchment areas” at the “LM2” time horizon level.
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Figure 9.5: Time structure map of the “LM2” horizon with fault block “catchment area” polygons superimposed on
it.
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Figure 9.6: Fault block “catchment areas” at the “LM2” time horizon level and wells with rasters (red, black and
green symbols} available in and around the mapped area.

For the San Luis Pass Salt Dome (SLPSD) site, depth maps were required to establish a
static geologic model. Therefore, effort was directed toward the important but
complicated endeavor of converting well log data to time and 3D seismic data and
interpretations in the SLPSD area (Figure 9.7) to depth. To that end, deviation surveys
were purchased for wells with acoustic logs in the SLPSD area. Acoustic (a.k.a. sonic)
logs were used to generate synthetic seismograms and tentatively tied to the seismic
time volume. Similarly, commercially available velocity (i.e., check-shot) surveys were
identified, purchased, converted to digital formats (as needed), and uploaded to the
Landmark OpenWorks database. An initial depth volume was generated, but was found
to contain errors. Initially, the time dataset was converted to depth using a module in the
Landmark software suite (i.e., TDQ). However, the result was disappointing. Later,
another module, “Depth Team,” was used, and it yielded much better results. The
difference was that Depth Team was able to incorporate several time horizons into its
calculation. The resultant depth volume from Depth Team was QC’d and deemed
acceptable.
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3D Seismic in San Luis Pass Area
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Figure 9.7: Relatively shallow time structure map from commercial seismic data. The area shown is in the offshore
Texas State Waters along the southern end of Galveston Island. Note the black teardrop shaped area in the upper
central portion of the colored polygon. That black teardrop shape approximates the outline of the San Luis Pass
Salt Dome at the horizon level. Yellow hues denote shallower areas; whereas, dark blue hues are relatively deeper
areas with green shades intermediate. The figure was prepared by former graduate research assistant, Kerstan
Wallace, as part of his work and research, which were supported by the Study.

After conversion to depth of the SLPSD area’s commercial seismic dataset and
interpretation (Figure 9.7), the depth structure map of the LM2 horizon (Figure 9.8) was
used to generate a large-scale, 3D, dynamic injection model. The model was used to
obtain reasonable estimates of reservoir fill time and realistic CO, plume distributions.
The SLPSD area was selected because of the structures observed on LM2 seismic
horizon map and because of a relatively high density of available well data (Figure 9.8).
A seismic reflection was selected (Appendix A, Chapter 6.2) for mapping based on log
signature, amplitude, depth and seismic continuity. The reflection was very precisely
mapped at the wavelet's zero crossings (i.e., both above and below the wavelet's
maximum value, respectively). An RMS (root mean square) seismic attribute extraction
between these two horizons is shown in Figure 9.9. Faults within the area of interest
were also mapped with high precision in part, using the “semblance” (a.k.a., continuity or
coherency) attribute. These input parameters structurally defined the reservoir model.
The mesh fill of the reservoir model was generated in various ways to compare
approaches. Some were numerically derived and some were derived through wireline
log to seismic comparisons and direct sampling of seismic attribute values to a reservoir
mesh. Ultimately, the modeling approach illuminated the usefulness and relative
accuracy or inaccuracy of regional-scale capacity assessments. The Study’s model
research formed one part of Kerstan Wallace’s master’'s thesis (Wallace, 2013).
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Figure 9.8: Map showing LM2 (lower Miocene 2) seismic horizon contours (black) with faults (red). The depth
converted subvolume is outlined by the red polygon, and the model area is outlined in the blue polygon.

167



Figure 9.9: Map of the RMS (root mean square} attribute extraction between top and base of model interval. Faults
are shown as dark lines.

Further detailed interpretations of the SLPSD area are found in the Appendix A, Chapter
6.2. Similarly, detailed interpretations, characterization and capacity estimations of
another area related to the Brazos Block 440-L oil and gas Field

Site Characterization — HR3D Data

In addition to geologic characterization based on conventional seismic datasets, the
2013 HR3D dataset in the SLPSD area was used to interpret and analyze the shallow
geologic section. As mentioned in the Task 8 section, the 2013 dataset was instrumental
in highlighting a potential problem with the confining (i.e., sealing) capacity of one part of
the SLPSD area (Figure 8.16 and Figure 8.17). Because of the gas chimney feature,
further detailed interpretation of the shallow stratigraphy in 2013 HR3D dataset
continued until the end of the Study by graduate research assistant, Francis Mulcahy.
This research will compose an important part of Francis’ masters’ thesis.

Figure 9.10 through 9.5, which continue to show the high quality (e.g., frequency
content) of the dataset. Figure 9.10 is a vertical time transect showing the five horizons
mapped to date. Figure 9.11 shows the “sum negative amplitude” on a 10ms surface
hung 2ms above and 8ms below the unconformity “lid” (Figure 9.12). Because there are
no available cores or logs at this interval, an interpretation is based solely on
morphology and geophysical attribute. Nonetheless, we interpret the most negative (i.e.,
colorful) attributes as indicating sand distribution.
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5 horizons

Figure 9.10: Vertical time transect of an amplitude volume of the 2013 San Luis Pass P-Cable dataset. The transect
highlights the five currently mapped time horizons centered around 45, 100, 190, 200, and 260 ms (milliseconds),
respectively. Note on the discordant, antiform-like feature on the right side of the figure; it is related to the San
Luis Salt Dome.
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Sumneg Amplitude -> Sand distribution
2ms above and 8ms below channel ‘lid’

Figure 9.11: A map showing an extraction, from the “190 ms” horizon, of the sum negative amplitude attribute
10ms surface hung 2ms above and 8ms below the unconformity “lid.”
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Figure 9.12: Time transect of an amplitude volume of the 2013 San Luis Pass P-Cable dataset highlighting the 190ms
horizon and the “10ms sumneg amp” (sum of negative amplitudes) attribute extraction shown in the inset and in
Figure 9.11.

In addition to the new horizons mentioned above, interpretation continued on the 100ms
horizon (Figure 9.10). Figure 9.13, shows a contoured time structure display of the
horizon and Figure 9.14 shows the time structure co-rendered with the semblance
attribute.
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Contoured structure

Figure 9.13: Time structure contour map of a co-rendered structure/coherency of the 100 ms horizon. The horizon
is interpreted as the erosional surface generated during the Wisconsinin glacial lowstand.
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Figure 9.14: Time structure map of a co-rendered structure/semblance of the 100 ms horizon.

In Figure 9.14, note the purple colored channel feature in the lower left-hand portion of
the horizon. The horizon is interpreted as the erosional surface generated during the
Wisconsinin glacial lowstand. Note the lower inset showing the placement of the 100ms
horizon on a vertical time transect. The upper inset is a satellite view of the Cayo del
Hinoso an arm of the Baffin Bay estuary on the south Texas coast. It is proposed as a
modern analog for the time structure map’s channel / incision feature.

In addition to seismic mapping, wells in the seismic coverage area were analyzed to
determine whether or not they could be tied to the seismic dataset. In order to
accomplish accurate ties, sonic (a.k.a., acoustic or Vp) and density wireline well log data
are required. The available wells only have SP (spontaneous potential) and depth
measurements at the seismic data’s shallow depths.

As previously mentioned, interpretation of the dataset will continue into 2015 (with
support from State of Texas funding) as it will compose an important part of Francis
Mulcahy’s master’'s thesis. Similarly, it is expected that the HR3D datasets will provide
future researchers many opportunities for continued investigations in the intriguing San
Luis Pass Salt Dome area.
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10 Task 10.0: Risk Assessment

Task 10 was conducted by two outside organizations. Los Alamos National Laboratories
conducted the research on Subtask 10.1 and Environmental Defense Fund conducted
the research on Subtask 10.2. As such the final research reports from each are included
as separately-paginated, self-contained reports in Appendices B and C, respectively.
Therefore, the, respective, reports’ text, figures, tables, reference lists, etc. do not
correspond to the current report’s numbering scheme.

10.1 Subtask 10.1: CO2-PENS analysis

Results from this subtask are found in Appendix B.

10.2 Subtask 10.2: Identification of environmental risks specific to
offshore settings
Results from this subtask are found in Appendix C.
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11
Task 11.0: Well Bore Management

Task 11 was conducted by Sandia Technologies, LLC, a subcontractor. As such the final
research report is included as a separately-paginated, self-contained report in Appendix
D. Therefore, the report’s text, figures, tables, reference lists, etc. do not correspond to
the current report’s numbering scheme.

11.1
Subtask 11.1: Wellbore Evaluation for Wells within Study Area

11.2
Subtask 11.2: Draft Wellbore Management Plan
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12 Task 12.0: Produced Fluid Management

While there may be some beneficial use for produced fluids in certain regions (e.g.
desalination in the arid western U.S.), we did not anticipate produced fluids being a
significant aspect of the most prospective sites for offshore storage. Produced brine
salinities would be higher than the overlying seawater, and it is preferable not to
produce brine fluids in the context of offshore sequestration as there is no obvious
beneficial use. For these reasons, this task was not considered in the study.

Conclusions

Regional studies of the near-offshore Gulf of Mexico along the Texas coast have
characterized a geologic resource for CO, storage of State and National interest. The
offshore Miocene-age stratigraphic interval of Texas provides a tremendous resource for
storing anthropogenic CO, as a means for mitigating atmospheric emissions. Regional
static capacity calculations indicate 86 Gigatonnes of CO, storage capacity for the study
area. While reconciling regional static capacity estimates with local dynamic
assessments utilizing reservoir simulation has been challenging, this offshore region
represents some of the most immediately accessible capacity for receiving industrial-
scale emissions in the country. Recent infrastructure developments (onshore CO,
pipelines) and source-to-sink matching suggest this region could become a CO, hub
capable of receiving pipeline CO, from other parts of the country, and indications are
that the geologic storage resource could be viable for decades of utilization.

Primary products of the study include: regional static storage capacity estimates,
sequestration “leads” and prospects with associated dynamic capacity estimates,
experimental studies of CO,-brine-rock interaction, best practices for site
characterization, a large-format ‘Atlas’ of sequestration for the study area, and
characterization of potential fluid migration pathways for reducing storage risks utilizing
novel high-resolution 3D (HR3D) seismic surveys. In addition, three subcontracted
studies address source-to-sink matching optimization, offshore well bore management
and environmental aspects. The various geologic data and interpretations are integrated
and summarized in a series of cross-sections and maps, which represent a primary
resource for any near-term commercial deployment of CCS in the area.

Specific conclusions from each task follow:

TASK 2: Regional significance

The Miocene of the Texas state waters, especially along the upper Texas coast,
represents a region with great potential for future CO, sequestration development. The
region has a high concentration of industrial emissions sources (e.g., power plants near
large urban centers, extensive refining and petrochemical plants) as well as existing
pipeline and other infrastructure in an area with significant with favorable commercial,
subsurface geology, and engineering expertise.

TASK 3: Capacity Estimates (Site)
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Several sites (“leads”) were characterized and CO, storage capacity calculated via static
and dynamic methods. The site near San Luis Pass over which the 2013 HR3D survey
was collected (subsequently suggesting a gas chimney) indicated dynamic capacity (i.e.
using 3D fluid flow simulations) of less than 10 Mt. Pressure was the major limiting
parameter for the models, and reservoir heterogeneity (e.g., mudrock baffles) and limited
reservoir connectivity will probably prevent an infinitely acting system with completely
open boundaries. The area associated with the Brazos Block 440-L Field was also
characterized and analyzed using a static capacity method. The capacity of the entire
area was estimated to be 196 Mt; whereas, the capacity of the gas structurally-controlled
field area was estimated to be 14 Mt.

TASK 4: Injectivity (Site)

Core analysis and laboratory measurements indicate adequate to robust sealing
capacity for the seal intervals of interest. Results from simple dynamic analytical
modeling (Jain and Bryant, 2011) of a discrete reservoir body in the Offshore Texas
Miocene interval near San Luis Pass. Simulations were performed for 6,206 samples of
porosity, permeability, and water saturation in a Gulf of Mexico Miocene gas reservoir
taken from the Atlas of Northern Gulf of Mexico Gas and QOil Reservoirs (Seni et al.,
1997).The average resulting capacity is found to be 30.3 megatonnes with an
average fill time of 38.3 years.

TASK 5: Stratigraphic Containment

Analyses of available core samples of Miocene mudrocks (seals) suggest that the
studied clay-rich lower Miocene mudrocks have sealing ability sufficient for potential CO,
storage in the underlying sandstone units. The sealing capacity of the studied samples
has positive correlations with clay content and calcite cementation. Clay-rich mudstone
samples typically show higher capillary entry pressure and smaller pore-throat size than
underlying sandstones. SEM imaging shows that claystone samples contain mostly
isolated intraparticle pores, which are not effectively connected to form pore networks. A
high concentration of lower Miocene hydrocarbon accumulations occurs on the hanging
wall of the Clemente-Tomas fault zone where Amph B net mudstone is thick, ranging
from 1,000 ft (305 m) to 3,000 ft (914 m). These natural analogs of fluid entrapment
suggest that fairways characterized by a thick regional Amph B confining zone defined
by net mudrock values of more than 1,000 ft (305m) might provide an excellent long-
term confining mechanism for injected CO,.

Flow model simulation of fluid flow in a relatively small scale (20.51” tall by 10.39” wide
(0.521 m x 0.264 m)) but high-resolution (>2M data points), 2D, digital model of a
sedimentary relief peel conclude (Meckel, 2013; Meckel et al., in press) that mean grain
size and sorting appear to be the key control on CO, movement; fluid density contrast (in
the expected ranges) is apparently secondary. Pressure gradients contribute to end
member and transition behavior, in addition to rock properties and fluid density contrast.
The pressure gradient in relative close proximity to the well (compared to the reservoir
extents) can allow for fingering behavior.

TASK 6: Brine Containment
Results from this task concluded that:

1) Carbon solubility trapping potential is most sensitive to thickness and porosity,
two of the three parameters (thickness, porosity, and area) that determine brine
volume. The result suggests that the volume of available brine in the storage
aquifer is a primary control.
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2) The storage coefficient, C, appears to be one of the critical parameters for
assessing CSTP in a saline aquifer.

3) Brine-rock-CO2 reaction experiments suggest that the most likely CO2-solubility
trapping potential of the section in the area of interest (study area) is
approximately 5% of the total CO, storage capacity calculated in Subtask 3.1.

TASK 7: Mineralization Containment

Geochemical models confirm dissolution of calcite when CO, was injected into reservoir
rock samples. The geochemical models also fit well with K concentration measurements,
suggesting that K came from dissolution of K-feldspar when CO, was injected. Modeled
Na concentrations match measured Na concentration indicating that CO, injection leads
to dissolution of albite. Si and Al are dominated by dissolution-precipitation of silicate
minerals and potential secondary minerals. Proper selection of secondary minerals in
the geochemical model seems very important.

TASK 8: Leakage Pathways

HR3D (P-Cable) data are crucial for characterizing leakage pathways. It is difficult to
conceive of conducting a CCS project without such data if they are financially acquirable.
Examples from the three HR3D surveys demonstrate that the seismic technique is
capable of identifying and characterizing low-risk storage sites. When integrated with
regional conventional 3D data, insight into natural fluid migration systems may
distinguish entire regions as more or less prospective for future consideration for
storage.

TASK 9: Site Selection

A best practices manual outlines the recommended procedure for site selection. It is
concluded that HR3D seismic data contribute overwhelmingly to the ability to adequately
characterize and de-risk site selection. HR3D surveys highlight structural and
stratigraphic details that can be used in simulations for forward modeling injection. In
some cases, indications of natural fluid systems as visualized in HR3D data may greatly
influence the ability to make strong site selection decisions.

TASK 10: Risk Assessment

A subcontractor (Los Alamos National Laboratory) completed a numerical modeling
study demonstrating that the Texas Gulf Coast has significant industrial CO, production
and geologic storage potential. The results suggest that it is not unrealistic to expect to
find sites with the potential to store 30 MT of CO2, as proposed as a goal for this project.

A subcontractor (Environmental Defense Fund) completed a study anticipating the
environmental risks associated with long-term offshore carbon sequestration (including
the processes required to do so) and to detail policy scenarios, recommendations and
technical methods to avoid or minimize those risks. The results indicate that offshore
CCS is viable from an environmental perspective, but not without risk. With appropriate
site selection, operational safeguards, and compliance with existing regulatory
requirements and best practice methodology, long-term offshore sequestration can be
performed safely and effectively and with manageable risk to the coastal environment. A
series of key recommendations for further consideration were provided.

TASK 11: Wellbore Management
A subcontractor (Sandia Technologies, LLC) conducted a survey of wellbores in part of
the Study area. The task report outlines a Wellbore Management Plan for locating and
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evaluating artificial penetrations in a Geologic Sequestration project area subject to UIC
Class VI regulations. The document presents the Wellbore Management Plan,
explaining the series of steps that should be completed to ensure adequate review and
evaluation of artificial penetrations. It then presents the results of the implementation of
the Wellbore Management Plan in the San Luis Pass Dome area to determine if any well
can serve as a conduit for the movement of borehole fluids to USDWVs.
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Chapter 1: Gulf of Mexico Regional Geology

Jordan-Leigh T. Rhatigan and Ramon H. Trevino

Introduction

The initial development of the Gulf of Mexico Basin occurred during the Late Triassic and Early
Jurassic periods as the North American tectonic plate separated from the South American and African
plates. As rifting progressed to the Early and Middle Jurassic, basin subsidence and continental crust
thinning was widespread (Salvador, 1987). It was not until the Late Jurassic, with the southward drift of
the Yucatan block away from the North American plate, that the connection between the Gulf of Mexico
and the Atlantic Ocean developed and allowed widespread salt deposition in the basin (Salvador, 1987).
Humpbhris (1979) postulated the development of a spreading center during the Late Jurassic to explain
the current lack of salt bodies in the central Gulf despite the existence of salt bodies in two separate yet
extensive parts of the basin, hundreds of kilometers apart. In addition, during the Late Jurassic to Early
Cretaceous, low sediment supply resulted in mostly carbonate deposition with some siliciclastic influx in
the northern Gulf, followed by the development of carbonate platforms (Winker and Buffler, 1988).

The Early Cretaceous through the Paleocene periods were dominated by the formation of a
series of basins across the Western Interior Seaway. These basins extended roughly north-south in the
modern high plains of North America and were the result of Laramide orogenesis to the west (Galloway
and others, 2000, 2011). High sediment yields deposited in basinal drainages in Wyoming, Colorado, and
New Mexico starved the northwestern Gulf of Mexico of clastic sediment supply, resulting in mixed
carbonate and siliciclastic deposition in the region. After the filling of the Laramide basins, high sediment
volumes entered the northern Gulf of Mexico Basin at rates greater than 100,000 km®/Ma, and
terrigenous clastic wedges prograded basinward to the southeast (Galloway and others, 2011). The high
rate of late Paleocene sediment influx via newly established river systems allowed for massive, fluvial-
dominated, deltaic deposition of siliciclastics into the northwestern Gulf of Mexico Basin. This high rate
of deposition caused progradation of the continental margin by tens of kilometers (Galloway and others,
2000).

During the Eocene, the delta systems’ sediment-input volumes generally decreased, but during
the Oligocene, sediment-input volumes again increased, especially in the Norias/Rio Grande delta
systems of the modern South Texas region (Galloway and others, 2000, 2011). Volumetrically significant
deposition (~55,000 km®/Ma) of clastic sediments continued throughout the Oligocene, culminating in a
significant transgression and subsequent regression that resulted in the deposition of the mudrock-
dominated Anahuac unit near the end of the Oligocene. Coarse clastic deposition resumed at the
beginning of the Miocene and continued throughout, “indicating ongoing active erosion in large
continental drainage basins” (Galloway, 2005).

Key Regional Geologic Structures of the Northwestern Gulf of Mexico Basin

The mid-Mesozoic through Cenozoic geologic development of the Gulf of Mexico was a crucial
stage of development in the formation of modern-day Texas State Waters. Two key events helped to
create a geologically distinct region and play a fundamental role in the hydrocarbon trapping of the
region: salt diapirism and a series of syndepositional, shore-parallel, down-to-the-basin extensional fault
zones. These structures are extensive throughout the Texas State Waters and are primary controls on
hydrocarbon trapping in the region (Ewing, 1991; Nehring, 1991).



Semicontinuous salt basins and salt diapirism dominate the upper Texas Coast (Houston Salt
Embayment) and southwestern Louisiana (South Louisiana Salt Basin), where they constitute the primary
hydrocarbon trap type. These two regions, theThe Rio Grande Embayment to the south and Houston Salt
Embayment to the north, are separated by the San Marcos Arch, a broad pre—Late Jurassic, southeast-
plunging structure (Ewing, 1991; Ewing and Lopez, 1991). The San Marcos Arch influences both the
stratigraphy and structure of Jurassic—-Miocene-age formations, extending from the Precambrian Llano
Uplift to the present-day coastline of Texas (fig. 1.1). In the transition zone between the two
embayments, along the distal portion of the San Marcos Arch, salt-controlled structures are absent;
however, salt structures are prominent features of the northern and southern flanks of the arch near the
coast (Ewing, 1991; Ewing and Lopez, 1991). Syndepositional shore-parallel growth faulting and immense
sedimentation accompanied the basinward migration of the continental margin through the Cenozoic
(Galloway and others, 2000; Galloway, 2008; Galloway and Ganey-Curry, 2008). Fault systems decrease in
age from west to east, following the general trend of the prograding continental margin discussed below
in “Miocene Regional Geology” (fig. 1.2). These major fault systems also served as significant
hydrocarbon traps, discussed further in Chapter 2.

Miocene Regional Geology
Deposition

The Lower Miocene of the northwestern Gulf of Mexico Basin evolved from a Paleogene
(Paleocene—Oligocene) pattern of sediment supply dominated by northwestern fluvial systems to a
Neogene (Miocene—Pliocene) pattern dominated by fluvial systems entering the basin from the north
(Galloway, 2005)—effectively an eastward shift of depositional axes. The trend is evident from the
volumetric dominance of the Red River and Mississippi River fluvial axes of the northern edge of the
basin, with the Rio Grande axis remaining as the only major fluvial axis on the western edge of the basin
(fig. 1.3A). In addition, the glaciation of Antarctica affected sedimentation patterns, with early- to mid-
Miocene eustatic fluctuations in sea level related to contemporaneous global climate cooling and a
permanent reorganization of the Antarctic cryosphere and growth of the East Antarctic Ice Sheet (Lewis
and others, 2007). During the middle Miocene, the eastward shift of depositional axes continued with
the establishment of the Tennessee River axis east of the Mississippi River axis (Combellas-Bigott and
Galloway, 2006) (fig. 1.3B). By the middle to late Miocene, the Tennessee and Mississippi fluvial axes
merged to produce the dominant depocenter for the basin. A secondary fluvial system, the Corsair axis,
located on the middle Texas coastal plain, also contributed to the sediment influx (Galloway, 2005;
Galloway and others, 2011) (fig. 1.3C).

Stratigraphy

The stratigraphy of the Gulf of Mexico Basin Miocene (fig. 1.4) has been interpreted by
numerous workers and subdivided in several different ways since the middle of the 20th century.
According to Rainwater (1964), there was considerable debate in the early part of the 20th century as to
whether the Frio Formation and the Anahuac unit were of Miocene age. Rainwater proposed that the
base of the Miocene should be above the Anahuac unit, and he “arbitrarily placed the top of the
Miocene at the top of a transgressive marine sequence with the foraminifera Bigenerina cf. floridana in
the shallow neritic facies, and assemblages of other Foraminifera in the deeper marine facies.”

Lithostratigraphically, the top of Anahuac is still used by some as the base of the Miocene. Based
on their own work and that of others (for example, Vail and others, 1977; Berggren and others, 1985;
Mitchum and others, 1990), Lawless and others (1997) published a set of “biostratigraphic and cycle



charts” that included the Miocene Series, and they recognized eight Tertiary second-order sequences,
two of which included the Miocene (that is, lower and middle Miocene to lower Pliocene). Following
partly on the work of Feng and Buffler (1996) and Lawless and others (1997), Galloway and others (2000)
defined four basin-margin “genetic stratigraphic sequences” in the Miocene: First Lower Miocene (LM1),
Second Lower Miocene (LM2), Middle Miocene (MM), and Upper Miocene (UM). The genetic
stratigraphic sequences of Galloway and others (2000) were defined using “bounding marine flooding
horizons” along the basin margins.

The principal sequence-stratigraphic units of the charts by Lawless and others (1997) are third-
order sequences as defined by Vail and others (1977) and Posamentier and Vail (1988). Similar to Lawless
and others (1997), Brown and Loucks (2009), in their Wheeler diagram, infer “13 sequences (i.e.,
#19-31), which are all part of Supersequence 4” and compose the Miocene of the northwest margin of
the Gulf of Mexico Basin. Their sequence stratigraphic framework is based on sequence boundaries
consisting of updip unconformities and correlative downdip conformities as originally defined by
Mitchum and others (1977) and later refined by Mitchum and Van Wagoner (1991) and many
subsequent researchers. In addition, Brown and Loucks (2009) related their sequence stratigraphic
framework to established lithostratigraphy such that sequences 19 through the lower part of 23
compose the Fleming Group, and the upper part of sequence 23 through sequence 31 compose the
Lagarto Formation. The useful, finer-scale sequence stratigraphic framework of Lawless and others
(1997) and Brown and Loucks (2009) provides a high degree of precision often required in local areas (for
example, in geologic characterization of future CO, geosequestration prospects) and should be
considered for such detailed investigations.

For the purpose of regional correlations, the framework of Galloway and others (2000) (fig. 1.4)
is preferentially utilized in the current study, in part because the two most significant potential confining
zones (that is, seals or caprocks) in the Miocene of the study area are Marginulina ascensionensis (Marg.
A) and Amphistegina chipolensis (Amph. B). They compose the genetic sequence boundaries of LM1 and
LM2, respectively, and are laterally extensive and readily identified on available seismic reflection data
and wireline well log profiles (especially when micro-paleontologic data are available). Following
deposition of the LM1 and LM2 genetic sequences, a relatively brief {ca. 3 m.y.) period of deposition
resulted in the middle Miocene (MM), which is capped by a transgressive shale containing either
Textularia stapperi fauna or Textularia W fauna (Witrock and others, 2003). Upper Miocene (UM)
deposits from the late-middle to early-late Miocene record extensive margin offlap over a period of
7 m.y. The Miocene interval is capped by a regional flooding event synchronous with the Robulus “E”
biostratigraphic marker (Galloway and others, 2000).

Structure

The structural elements of the study area comprise regionally extensive syndepositional (that is,
growth) fault zones subparallel to the basin margin (fig. 1.2, map inset A). The most regionally significant
fault zones that affected the Miocene succession of the study area are the early Miocene Clemente-
Tomas and the middle Miocene Corsair and Wanda systems (Galloway, 1989; Bradshaw and Watkins,
1994; McDonnell and others, 2009) (fig. 1.2B). Bradshaw and Watkins (1994) identify the relatively
continuous, slightly sinuous fault trends as early Miocene and middle Miocene, respectively. The strike-
parallel Clemente-Tomas fault system displaced strata by over 4,000 ft (1219 m) during deposition of the
LM1 and LM2 as a result of sediment loading and salt evacuation (fig. 1.5; Winker and Edwards, 1983;
McDonnell and others, 2009; Nicholson, 2012). Along the lower (that is, southern) Texas coast, the faults
developed as deltas loaded the shelf edge above the mobile, fine-grained facies of the Anahuac and
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caused the shelf edge to founder (Winker and Edwards, 1983). Similarly, along the upper Texas coast
(that is, northern half of the growth-fault trend), foundering of the shelf edge from loading by deltas
occurred, but in the latter case the mobile medium was allochthonous (presumably Louann) salt
(McDonnell and others, 2009).

In some localities, the shale and salt evacuation along the Clemente-Tomas growth-fault zone
resulted in a greater-than-threefold thickness increase of the LM1 in the hanging wall relative to that of
the footwall. Growth faulting ceased by the LM2 regressive episode, allowing subsequent progradation
of the shelf margin farther to the southeast into the Corsair growth-fault trend (Bradshaw and Watkins,
1994). The Corsair system growth faulting lasted throughout the middle to late Miocene (Vogler and
Robison, 1987). The Wanda fault system of the lower Texas coast formed as a result of salt evacuation
(Morton and others, 1985) approximately 12 mi (19.3 km) basinward and contemporaneous with the
Corsair fault system. Twofold expansion of the upper Miocene section occurs across the Wanda fault
system. Salt diapirs associated with secondary salt withdrawal along the Wanda fault zone penetrated
Miocene strata (Bradshaw and Watkins, 1994). The locations of regional faults (Ajiboye and Nagihara,
2012) are shown in figure 1.2.



References

Ajiboye, O., and Nagihara, S., 2012, Stratigraphic and structural framework of the Clemente-Tomas and
Corsair growth fault systems in the Texas continental shelf: Gulf Coast Association of Geological
Societies Journal, v. 1, p. 107-117.

Berggren, W. A., Kent, D. V., and van Couvering, J. A, 1985, The Neogene: Part 2: Neogene
geochronology and chronostratigraphy: Memoirs of the Geological Society of London, v. 10, p.
211-260.

Bradshaw, B. E., and Watkins, J. S., 1994, Growth-fault evolution in offshore Texas: Gulf Coast Association
of Geological Societies Transactions, v. 44, p. 103—-110.

Brown, L. F, and Loucks, R. G., 2009, Chronostratigraphy of Cenozoic depositional sequences and
systems tracts: A Wheeler chart of the northwest margin of the Gulf of Mexico basin: The
University of Texas at Austin, Bureau of Economic Geology Report of Investigations No. 273, 28
p.

Combellas-Bigott, R. I., and Galloway, W. E., 2006, Depositional and structural evolution of the middle
Miocene depositional episode, east-central Gulf of Mexico: AAPG Bulletin, v. 90, no.3, p. 335—
362.

Ewing, T. E., 1991, Structural framework, in Salvador, A., ed., The Gulf of Mexico Basin: The geology of
North America: Boulder, Colorado, Geological Society of America, v. J, p. 31-52.

Ewing, T. E., and Lopez, R. F.,, 1991, Principal structural features, Gulf of Mexico Basin, in Salvador, A., ed.,
The Gulf of Mexico Basin: The geology of North America: Boulder, Colorado, Geological Society
of America, v. J, plate 2, sheet 1, scale 1:2,500,000.

Feng, J., and Buffler, R. T., 1996, Post mid-Cretaceous depositional history, Gulf of Mexico Basin, in Jones,
J. 0., and Freeds, R.L.,eds., Structural framework of the northern Gulf of Mexico: Austin, Gulf
Coast Association of Geological Socieities Transactions, v 46, p 9-26.

Fillon, R. H., Lawless, P. N., Lytton, R. G., lll, and others, 1997, Gulf of Mexico Cenozoic biostratigraphic
and cycle charts, in Lawless, P. N., Fillon, R. H., and Lytton, R.G., lll, Gulf of Mexico Cenozoic
biostratigraphic, lithostratigraphic, and sequence stratigraphic event chronology: Gulf Coast
Association of Geological Societies Transactions, v. 42, p. 271-282.

Galloway, W. E., 1989, Genetic stratigraphic sequences in basin analysis Il: application to northwest Gulf
of Mexico Cenozoic Basin: AAPG Bulletin, v. 73, no. 2, p. 143-154.

Galloway, W. E., 2005, Gulf of Mexico basin depositional record of Cenozoic North American drainage
basin evolution: International Association of Sedimentologists Special Publication, v. 35, p. 409—
423.

Galloway, W. E., 2008, Depositional evolution of the Gulf of Mexico sedimentary basin, in Hsu, K.J., ed.,
Sedimentary basins of the World, v. 5, The sedimentary basins of the United States and Canada,
Miall, A. D., ed., Amsterdam, The Netherlands, Elsevier, p. 505-549.

Galloway, W. E., and Ganey-Curry, P. E., 2008, Gulf of Mexico Basin depositional synthesis (GBDS) Phase 6
Atlas, The University of Texas at Austin, University of Texas Institute for Geophysics (UTIG), 161 p.

Galloway, W. E., Ganey-Curry, P. E., Li, X., and Buffler, R. T., 2000, Cenozoic depositional history of the Gulf
of Mexico basin: AAPG Bulletin, v. 84, no.11, p. 1743-1774.

Galloway, W. E., Whiteaker, T. L., and Ganey-Curry, P,, 2011, History of Cenozoic North American drainage
basin evolution, sediment yield, and accumulation in the Gulf of Mexico basin: Geosphere, v. 7,
no. 4, p. 938-973.

Huffman, A. C,, Kinney, S. A, Biewick, L. R. H., Mitchell, H. R., and Gunther, G. L., 2004, Salt diapirs in the
Gulf Coast [gcdiapirg]: downloadable GIS Data, Gulf Coast Geology (GCG) Online, Miocene of



Southern Louisiana: u.s. Geological Survey, Denver, Colorado.
http://gulfsci.usgs.gov/gom_ims/gcg_ims.html.

Humphris, C. C., 1979, Salt movement on continental slope, northern Gulf of Mexico: AAPG Bulletin, v.
63, no. 5, p. 782-798.

Lawless, P. N., Fillon, R. H., and Lytton, R. G., 1997, Gulf of Mexico Cenozoic biostratigraphic,
lithostratigraphic, and sequence stratigraphic event chronology: Gulf Coast Association of
Geological Societies Transactions, v. 47, p. 271-282.

Lewis, A. R., Marchant, D. R., Ashworth, A. C., Hemming, S. R., and Machlus, M. L., 2007, Major middle
Miocene global climate change: evidence from East Antarctica and the Transantarctic Mountains:
Geological Society of America Bulletin, v. 119, no. 11-12, p. 1449-1461.

Lopez, J. A., 1995, Salt tectonism of the United States Gulf Coast Basin, 2nd edition map: New Orleans
Geological Society, scale 1:1,524,000.

Martin, R. G., 1980, Distribution of salt structures, Gulf of Mexico: U.S. Geological Survey miscellaneous
field studies map MF-1213, scale 1:2,500,000.

McDonnell, A., Hudec, M. R., and Jackson, M. P. A., 2009, Distinguishing salt welds from shale
detachments on the inner Texas shelf, western Gulf of Mexico: Basin Research, v. 21, p. 47-59.

Mitchum, R. M., Jr., and Van Wagoner, J. C., 1991, High-frequency sequences and their stacking patterns:
sequence-stratigraphic evidence of high-frequency eustatic cycles: Sedimentary Geology, v. 70,
p. 131-160.

Mitchum, R. M., Sangree, J. B., Vail, P. R., and Wornardt, W. W., 1990, Sequence stratigraphy in late
Cenozoic expanded sections, Gulf of Mexico, in Perkins, J. M. A., a.B.F, ed., Sequence
stratigraphy as an exploration tool: concepts and practices in the Gulf Coast: Eleventh Annual
Research Conference, Gulf Coast Section SEPM Foundation, p. 237-256.

Mitchum, R. M., Vail, P. R., and Thompson, S., 1977, Seismic stratigraphy and global changes of sea level,
Part 2: The depositional sequence as a basic unit for stratigraphic analysis, in Payton C. E., ed.,
Seismic stratigraphy applications to hydrocarbon exploration: American Association of Petroleum
Geologists Memoirs 26, p. 53—62.

Morton, R. A., Jirik, L. A., and Foote, R. Q., 1985, Depositional history, facies analysis and production
characteristics of hydrocarbon-bearing sediments, offshore Texas: The University of Texas at
Austin, Bureau of Economic Geology Geological Circular v. 12, p. 512-522.

Nehring, R., 1991, Oil and gas resources, in Salvador, A., ed., The Gulf of Mexico Basin: The geology of
North America: Boulder, Colorado, Geological Society of America, v. J, p. 445-494.

Nicholson, A. J., 2012, Empirical analysis of fault seal capacity for CO, sequestration, lower Miocene,
Texas Gulf Coast: The University of Texas at Austin, Master’s thesis, 88 p.

Posamentier, H. W., and Vail, P. R., 1988, Sequences, systems tracts, and eustatic cycles: AAPG Bulletin, v.
72, no.2, p. 237-237.

Rainwater, E. H., 1964, Regional stratigraphy of the Gulf Coast Miocene: Gulf Coast Association of
Geological Societies Transactions, v. 14, p. 81-124.

Salvador, A., 1987, Late Triassic-Jurassic paleogeography and origin of Gulf of Mexico Basin: AAPG
Bulletin, v. 71, no. 4, p. 419-451.

Vail, P. R., Mitchum, R. M., Todd, J. M., Widmier, J. M., Thompson, S., lll, Sangree, J. B., Bubb, J. N., and
Hatlelid, W. G., 1977, Seismic stratigraphy and global changes of sea level, in Payton C. E., ed.,
Seismic stratigraphy applications to hydrocarbon exploration: American Association of Petroleum
Geologists Memoirs 26, p. 49-212.

Vogler, H. A., and Robison, B. A., 1987, Exploration for deep geopressured gas-Corsair trend, offshore
Texas: AAPG Bulletin, v. 71, no.7, p. 777-787.

Winker, C. D., and Buffler, R. T., 1988, Paleogeographic evolution of early deep-water Gulf of Mexico and
margins, Jurassic to Middle Cretaceous (Comanchean): AAPG Bulletin, v. 72, no. 3, p. 318-346.



Winker, C. D., and Edwards, M. B., 1983, Unstable progradational clastic shelf margins, in Stanley, D. J.,
and Moore, G. T,, eds., The shelf break: critical interface on continental margins: SEPM Special
Publication, v. 33, p. 139-157.

Witrock, R. B., Nixon, L. D., Post, P. J., and Ross, K. M., 2003, Biostratigraphic chart of the Gulf of Mexico
offshore region, Jurassic to Quaternary: New Orleans, Louisiana, U.S. Department of the Interior,

Bureau of Ocean Energy Management.
N
Louisiana 1
South Lousiana
Salt Basin
Houston
|
J\%

Houston Salt
Embayment

Corpus Christi

Rio Grande
Embayment

5|

0
C|= 10 m —ﬂ— b9

Figure 1.1. Map of Texas Gulf Coast showing the current study area; Texas State Waters (orange outline);
bathymetry (contour interval = 10 m) to the present-day shelf margin at 200 m; Miocene outcrop belt;
location of major Texas and southern Louisiana salt basins, regional tectonic features, and major salt
bodies shown as gray polygons (modified from Martin, 1980; Ewing and Lopez, 1991; Lopez, 1995;
Huffman and others, 2004); and figure 1.5 cross-section location.



Figure 1.2. Map of the Texas Gulf Coast showing the major Cenozoic fault zones. The age of these
approximately shore-parallel, syndepositional, extensional faults is marked by their respective dominant
displacement (modified from Galloway and others, 2000; Galloway, 2008; Galloway and Ganey-Curry,
2008). Inset map A highlights Miocene-age fault zones (black, Clemente-Tomas; purple, Corsair; green,
Wanda) (modified from Ajiboye and Nagihara, 2012).
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Figure 1.3. Simplified outlines of deltaic and shore-zone depositional systems of the (a) Lower, (b)
Middle, and (c) Upper Miocene. Principal fluvial axes operating during each depositional episodes listed

(modified from Galloway, 2005).
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Chapter 2: Implications of Miocene Petroleum Systems for Geologic CO,
Sequestration beneath Texas Offshore Lands

Jordan-Leigh T. Rhatigan® and T. A. Meckel*

1Gulf Coast Carbon Center, Texas Bureau of Economic Geology, The University of Texas at Austin

Introduction

Carbon capture and storage (CCS) remains one of the most viable options for near-term
mitigation of industrial-scale CO, emissions. Much research effort has focused on the viability
and long-term storage capability of individual hydrocarbon reservoirs and on the use of CO, for
enhanced oil recovery (EOR). While regional capacity studies have been undertaken for years
(Elewaut and others, 1996; Brennan and others, 2010; NETL, 2012), such volumetric analyses
rarely incorporate perspectives provided by the petroleum systems of those basins. This study
uses petroleum-system analysis as the departure point for informing regional aspects of
subsurface CO, storage such as volumetric retention (storage capacity) and seal performance. A
review of Miocene-age oil and gas fields of the Texas State Waters and their relationship with
regionally extensive fault zones indicates that reservoirs are sealed sufficiently enough to contain
abundant hydrocarbons. Future commercial carbon capture and storage could take advantage of
these data-rich fields by considering them as initial targets for CCS.

This study focuses on the viability of charged and uncharged closures of specific
stratigraphic intervals and structural settings in Texas State Waters that represent prospective
storage sites. Initially, we provide a summary of historically produced Miocene-age hydrocarbon
reservoirs and their relationship with existing regional structures (e.g., the Clemente-Tomas Fault
system), which makes inferences about storage capacity and long-term sealing potential,
focusing on the most promising geologic settings. Next, a rough quantification of potential
storage capacity in Miocene-age depleted gas reservoirs is presented, using a simple methane
(CH,) gas to CO, subsurface volume replacement for each reservoir. Results suggest that
anticlinal closures with and without associated faulting represent the largest potential CO,
storage capacity of the trap types identified. However, only the largest 10% of the existing gas
fields in state waters are likely to be volumetrically significant storage targets for industrial-scale
emissions, unless structures can retain additional volume beyond historical accumulation size.
For this reason, a regional structural-closure analysis of a lower Miocene stratigraphic horizon
was conducted to identify potential for additional storage in large closures that may be
underfilled or uncharged but may otherwise represent excellent prospective storage sites.

Data

Analysis presented in this study focuses on the robust quantitative data available from
decades of exploration and production of hydrocarbon-bearing reservoirs in the Gulf of Mexico
Basin. This study integrates published data and comprehensive digital databases from a 181,000-
km? coastal area from Texas to Alabama. The area contains 1,357 major Miocene oil and gas
fields, but only 109 of the fields in Texas State Waters are of Miocene age. Use of GIS technology
facilitates evaluating relationships among sets of specific field parameters such as trap type,
reservoir geology, drive mechanism, and size of hydrocarbon accumulations.
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Miocene oil and gas field data and key regional geologic structures (e.g., faults or salt
bodies) from published GIS data sets were compiled into a comprehensive digital interface using
both ArcGIS and IHS Petra. Oil and gas field data sources include the Atlas of Northern Gulf of
Mexico Gas and Oil Reservoirs (Seni and others, 1997), Atlas of Major Texas Gas Reservoirs
(Kosters and others, 1989), Atlas of Major Texas Oil Reservoirs (Galloway and others, 1983),
Reservoirs and Petroleum Systems of the Gulf Coast (Pitman, 2009), and Bureau of Ocean Energy
Management (BOEM) data from the Federal offshore Outer Continental Shelf (BOEM, 2006).

Data were used to generate a variety of maps, incorporating all pertinent regional
geologic structures and hydrocarbon occurrences to illustrate the regional trends of the Miocene
petroleum systems and other field properties (e.g., depositional environment, trap type, drive
type) that may provide useful insight into CO, sequestration potential. Given the current study’s
focus on Texas State Waters for CO, storage, the material presented here will concentrate only
on the innermost portion of the Gulf of Mexico Outer Continental Shelf (OCS) offshore Texas (fig.
2.1).

Summary of the Miocene Petroleum System

Most Miocene-age oil and gas production in the Gulf Coast of Texas occurs in lower
Miocene reservoirs. Numerous lower Miocene oil and gas accumulations cover a broad swath of
offshore Texas, mostly the innermost Federal OCS but also the central part of Texas State Waters
(Ewing, 1991; Ewing and Lopez, 1991). Gas fields dominate along the middle and south Texas
coast, whereas oil accumulations are more prevalent along the upper Texas coast (fig. 2.1). The
Texas gulf coast is dominated by large-scale Cenozoic-growth fault zones, but the Oligocene and
Miocene fault zones are the most relevant to this study, as fault-controlled trapping of Miocene
hydrocarbons is prevalent (Galloway, 1986; Berg and Avery, 1995; Galloway and others, 2000;
Galloway, 2008; Galloway and Ganey-Curry, 2008). The largest lower Miocene hydrocarbon
volumes are found in gas accumulations in the offshore region and are mostly trapped in the
early—middle Miocene faulted regions. Along the upper Texas coast and southwestern Louisiana,
where oil accumulations are commonly dominant, fluids were trapped in salt-controlled traps
associated with piercement salt diapirs (Martin, 1980; Nehring, 1991; Lopez, 1995; Huffman and
others, 2004).

Early-middle Miocene hydrocarbon accumulations migrated progressively to
stratigraphically younger units from west to east, following the trend of terrigenous clastic
depocenters basinward (Galloway, 1989; Galloway and others, 2000; Galloway, 2005). What little
middle Miocene production occurs in onshore Texas is limited to the southeastern part of the
Houston Salt Embayment. The greatest middle Miocene hydrocarbon volumes are, as in the
lower Miocene, gas accumulations found in the offshore region. A small cluster of fields are
related to the regional highs associated with the San Marcos Arch on the central coast (fig. 2.1).
Maps made as part of the study, but not presented here for brevity, indicate that Middle
Miocene oil and gas accumulations along the upper Texas coast and southwestern Louisiana
coast show very limited geographic movement through the early to middle Miocene, a pattern
that differs from trapped hydrocarbons in the central and southern portions of Texas. Limited
basinward shifting of fields is likely explained by the vertical migration of fluids—commonly
associated with piercement salt diapirs—which provide the dominant trapping mechanism for
both oil and gas accumulations along the upper Texas coast and southwestern Louisiana coast.

Upper Miocene accumulations, dominantly oil, are almost entirely restricted to
Louisiana, the exception being an isolated cluster of gas fields in the Federal OCS waters
approximately 100 km south of Houston. Salt domes of this region provide the primary trapping
mechanism for the majority of hydrocarbon accumulations; however, fault- and stratigraphy-
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controlled traps have also been identified. The late Miocene stratigraphy has contributed
negligibly to oil and gas production in Texas, including in Texas State Waters. Thus, our focus
remains on the depleted hydrocarbon fields in the lower- and middle-Miocene
chronostratigraphic intervals, the relationships between regional geologic features and
hydrocarbon accumulations, and the implications for identifying suitable CO, storage sites.

Regional Structural Controls on Hydrocarbon Trapping

The Cenozoic structural and stratigraphic development of the northern Gulf of Mexico
Basin is dominated by passive margin progradation of dominantly clastic sediments with
attendant salt diapirism and regionally extensive fault zones (Winker and Edwards, 1983;
Galloway, 1989; Kosters and others, 1989; Bradshaw and Watkins, 1994; Seni and others, 1997;
Galloway and others, 2000; Galloway, 2005; McDonnell and others, 2009). It has been well
documented that the regional and local structures largely influence the size and location of
hydrocarbon accumulation along the margin of the Gulf of Mexico Basin (Ewing, 1991; Nehring,
1991).

The large-scale extensional faulting along the Texas and southwestern Louisiana coasts
occurred predominantly during the late Oligocene and early Miocene and appears to control the
distribution of volumetrically significant hydrocarbon accumulations in Miocene reservoirs. For
example, the strike-parallel Clemente-Tomas growth fault zone, a prominent structural feature of
the lower Miocene stratigraphic interval, has as much as several thousand feet of displacement,
depending on geographic location and depth (Winker and Edwards, 1983; Bradshaw and
Watkins, 1994; McDonnell and others, 2009; Ajiboye and Nagihara, 2012). All known major
Miocene oil and gas fields (Galloway and others, 1983; Kosters and others, 1989; Seni and
others, 1997) coincide with regions dominated by Oligocene and Miocene fault displacement
(fig. 2.1). The boundary between the two faulted regions is marked by the gray dashed line in
figure 2.1. The region updip (landward) of this line is dominated by Oligocene-age faulting (green
shading), whereas the downdip (seaward) region is dominated by Miocene-age faulting (blue
shading). Growth faults are characterized by the age of the most pronounced differential growth
(qualitatively determined for each unit using thickness maps, seismic lines, or cross sections).
Although pronounced differential growth may have occurred during a particular time period, it
does not exclude fault reactivation or growth in other time periods (Galloway and others, 2000;
Galloway, 2008; Galloway and Ganey-Curry, 2008).

The majority of Miocene accumulations occur offshore and downdip of the schematic
boundary separating the Oligocene- and Miocene-age faulted regions. Only minor accumulations
are noted updip despite the occurrence of porous and permeable Miocene sandstones and
numerous hydrocarbon traps in older horizons on the footwall of regional growth faults (e.g., the
Wilcox, Frio, and Yegua formations). Hydrocarbon occurrence updip of the zone of Miocene-age
faulting is likely associated with fluid migration from the prolific underlying Oligocene Frio
Formation and/or vertical migration associated with salt structures of the upper Texas coast and
even older, deeper units. This observation suggests that late Oligocene—early Miocene faults
acted as a regional barrier for hydrocarbons, preventing large-scale updip migrations of fluids,
likely from Cretaceous and lower Tertiary sources much farther basinward, into the onshore
Texas Gulf Coast region (Kennicutt and others, 1992; Wagner and others, 1994; Hood and others,
2002). As fluids migrated updip out of the central basin, they encountered the Miocene-age
faults and were trapped in preexisting structures, preventing larger onshore accumulations
(Galloway, 1986; Berg and Avery, 1995).
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There is a significant volumetric difference in cumulative gas production between the
two distinct updip and downdip regions. For the onshore updip region we estimate 2.3 TcfgEQ
(trillion cubic feet of gas equivalent), and for the downdip offshore region, 57.1 TcfgEQ (fig. 2.1).
These estimates support the premise that future large-volume CO, injections into the Miocene
reservoirs of Texas State Waters might also be similarly confined in the downdip, mostly offshore
region. In the upper Texas coast region, the Clemente-Tomas fault zone occurs very close to the
location of the present-day shoreline and potential industrial CO, emissions sources.

Relationship between Hydrocarbons and Trap Types

Assessing the relationship between trap types and their associated hydrocarbon
accumulation volumes provides a basis for determining whether (1) particular trap types may be
preferable for future CO, sequestration sites, and (2) some trap types appear to be problematic
with respect to poor overall volumetric retention. To assess this, a cumulative distribution
function (CDF) plot of the occurrence of gas field size was generated for all reservoirs in the OCS
database (N=10,283; BOEM, 2006), as well as for just those of Miocene age (N=3,932; fig. 2.2).
The distribution of Miocene-age field size is essentially identical to that of the larger population,
including reservoirs of all ages, throughout the Gulf of Mexico, which indicates that the Miocene
accumulations are no different in primary occurrence characteristics (sizes and trap types) than
the reservoir population as a whole.

The cumulative distribution curves for individual trap types were similarly plotted and
conform to the curve for the entire population (fig. 2.2). Some of the curves are populated with
fewer data (e.g., N=42 for updip pinch-out traps) and have a less smooth shape, but adhere to
the overall population trend. Such conformance demonstrates that no single trap type is any
more or less likely than another to have a large (or small) accumulation. Stated another way,
large accumulations are not associated with any specific trap type, and accumulations of all sizes
are equally likely to occur in any of the structural trap settings. Since many of the trap types
represented involve faulting, the conformance is a strong indirect indication that fault seals, as a
population, do not inherently limit accumulation size (see also Chapter 4). Individual field
analysis may indicate that a fault seal is a controlling factor, but this does not occur often enough
to become apparent in the CDF plots. If faulting were a primary limitation to accumulation size,
CDF curves for those trap types would be shifted toward the left, indicating an overall inability to
trap large volumes.

A histogram of the dominant trap types for the Miocene oil and gas fields of the Texas
State Waters is shown in figure 2.3 (N=148 reservoirs). Fluid-trapping mechanisms are
dominantly fault and salt controlled, with fewer occurrences of stratigraphically controlled types.
Lower Miocene traps are largely fault controlled (45% faulted anticline, 30% rollover anticline
into growth fault). Rollover anticlines are most common in the lower Miocene, where fault
offsets and growth strata on downthrown blocks are largest (Galloway, 1986; Berg and Avery,
1995). Fault-controlled traps (i.e., 40% faulted anticline, 20% normal fault) remain dominant
during the middle Miocene. However, minor salt-controlled traps (11% sediment overlying
dome) have been documented for fields located along the upper Texas and southwestern
Louisiana coasts.

Accumulations in the upper Miocene are negligible and restricted to a small portion of
the Federal OCS, approximately 20 miles beyond the Texas State Waters. Although fault-
controlled traps (i.e., 27% faulted anticline, 17% normal fault) are again dominant, numerous salt
domes (i.e., 17% sediment overlying dome, 10% flank trap associated with salt diapirs) off the
coast of southwestern Louisiana provide approximately 25% of the fluid traps documented.
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Stratigraphic traps are noted for approximately 15% of the upper Miocene fields, though these
traps are geographically restricted to the southeast Louisiana coast.

These observations suggest that, while all trap types may be equally suitable for
consideration for CCS, specific structural settings (trap types) are more common for natural
hydrocarbon accumulation. Based on the dominance of faulted traps in hosting gas
accumulations, and the observation that such faulted traps are capable of retaining even the
largest volumes observed naturally (fig. 2.2), these settings appear highly prospective for CCS.

Relationship between Hydrocarbons and Depositional Environments

Miocene hydrocarbon reservoirs in Texas State Waters (N=148) were analyzed according
to interpreted depositional environments because depositional environments are a primary
control on both reservoir characteristics (e.g., permeability, continuity) and overlying seal
thickness and quality. The most numerous hydrocarbon accumulations occur within shore-zone
(57%) and wave- and fluvial-dominated deltaic (35%) depositional systems, with minor
occurrences in sandy shelf complexes (fig. 2.4). The largest individual fields occur in more
homogeneous depositional systems (e.g., strand-plain/barrier-island complexes and large
deltas).

Appreciating these generalized relationships between size and depositional environment
is an important consideration for CCS; as the trends suggest which depositional environments
may similarly be most prospective for CO, injection, further research can be focused on those
reservoir types. The fact that the majority of the Miocene accumulations are in shore-zone and
deltaic systems may simply reflect their volumetric dominance in the stratigraphic section. On
the other hand, it may suggest an underlying consistency of the vertical association of good
reservoir properties with continuity and overlying seal quality. Likely it is some combination of
frequency of occurrence and quality of geology.

Relationship between Hydrocarbons and Drive Mechanism

Figure 2.5 presents a histogram of reservoir-production drive type for Miocene fields of
Texas State Waters. Water drive is the most reported reservoir drive mechanism. However,
partial-water, pressure-depletion, and combination drive mechanisms are also well represented
in the available data set. The largest accumulations are associated with strong water drive, which
is the most efficient fluid displacement type of drive mechanism (Sills, 1992).

The fraction of reservoir pore space saturated with water as well as production drive
mechanisms are critical parameters for CO,-evaluating sequestration prospects because storage
capacity is heavily dependent on an understanding of reservoir boundary conditions and
efficient water displacement during injection. The importance of open-versus-closed boundary
conditions at potential CO, sequestration sites has been debated by many (Chadwick and others,
2010; Dooley and Davidson, 2010; Ehlig-Economides and Economides, 2010). However, historical
oil and gas production has proven that the reservoirs studied typically have open boundaries,
allowing for some amount of communication with surrounding rock media and thus negating
most arguments for a closed-boundary scenario.

Typical reservoirs fall between the hydrostatic and fracture pressure gradients (~85%
lithostatic), with the majority near hydrostatic pressure gradient (~0.433 psi/ft). This, in
combination with the dominance of water drive mechanisms documented for these reservoirs
(Sills, 1992), suggests that the Miocene portion of Texas State Waters is relatively well connected
hydrologically. Open hydrologic conditions are extremely beneficial for CO, injection because
they increase injectivity and reduce pressure elevation, thereby increasing capacity and
decreasing fill time (Miller, 2012; Wallace, 2013). The widespread occurrence of water drive is
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significant for CO, storage because it is an indirect indication that the reservoirs have strong
communication over geologic timescales with associated brine aquifers, suggesting that pressure
elevation from engineered injections may be manageable.

Integrating the information on trap type, depositional environment, and drive type from
gas-accumulation settings, obvious initial targets for CCS are shore-zone (strand plain and barrier
island) and large deltaic-reservoir systems that are involved in fault-bound anticlines or rollover
anticlines with strong associated water drive. Because of the relatively low sediment supply
(compared to the Mississippi River system further east in Louisiana) and active fault positions
during the Miocene, these settings occur in relatively narrow, shore-parallel trends (Kiatta,
1971). As an example, one of the larger offshore Miocene-age gas fields, El Gordo, occurs in
delta-fan sediments of a compartmentalized anticline set up by a large-offset growth fault (Seni
and others, 1997). Although onshore, another example of such a favorable environment is
described by Ambrose (1990) for brine disposal into a Miocene barrier island, fluvial and deltaic
complex.

Caveats of Using a Petroleum Systems Approach for Informing CCS

There are some significant caveats in the approach pursued in this research. Most
notably, there are distinct differences between how hydrocarbons accumulate naturally and how
CO, behaves during engineered injection. The most important of these differences is the time
frame of accumulation, or the rate of “charge.” Natural accumulations evolve over geologic time,
while injections occur over decades. Experience in enhanced oil recovery with CO, indicates that
injected CO, generally has poor sweep efficiency because of reservoir heterogeneity. Thus, there
is some hazard in making an assumption that reservoir saturations for injected CO, will be as high
as those for natural accumulations. One strategy for overcoming the poor sweep efficiency of
CO, is to inject low on structures and allow the CO, to rise buoyantly into the trap, attempting to
mimic natural migration and accumulation.

A second major caveat of using petroleum systems analysis to guide CCS prospects is
that hydrocarbons occur naturally in only a very small proportion of the stratigraphy. An
important question relates to whether this is because (1) these are the only suitable retention
sites, or (2) a more nuanced relationship exists between migration pathways and structure, such
that much of the stratigraphy is bypassed. In either case, CCS can initially be considered for a
much larger proportion of the available stratigraphy, and many settings likely exist that were not
part of the hydrocarbon system but that have favorable geology and structure. These brine-filled
reservoir systems may largely be untested for retention of buoyant fluids. However, the insights
learned from adjacent production settings may allow reservoir and/or seal characteristics to be
correlated with some confidence, perhaps verified in part with logs from dry exploration wells.

A third fundamental caveat is that settings other than those with structural closure can
be considered for CO, storage. The various trapping mechanisms for CO, indicate that local
capillary and residual phase trapping (Saadatpoor and others, 2009) can both be significant for
immobilization of CO,. Thus, some storage could occur on dipping stratigraphy without structural
closure (Hovorka and others, 2006). The majority of stratigraphy in most basins represents this
setting without structural closure (typically considered fetch areas for accumulations). However,
the early CO, storage sites are likely to be those with defined closure for reasons related to
uncertainty reduction of plume evolution, liability, and insurability.

CH;—CO, Volumetric Replacement Assessment
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Depleted gas fields are particularly attractive for CO, storage because of their proven
seals for a more buoyant gas phase. First-order questions are: What volumes of storage are
achievable by simply “refilling” depleted gas fields to their historic accumulation size? How does
this storage-capacity estimate compare to the projected emissions of anthropogenic CO, to be
sequestered? A volume-replacement exercise was conducted in order to rapidly and simply
estimate the potential CO, storage capacity of Miocene gas reservoirs.

Available field data for Miocene gas reservoirs from the Texas State and Federal OCS
Waters (Seni and others, 1997; BOEM, 2006) were subdivided into individual gas reservoirs,
where a reservoir is defined as a single accumulation of gas held by a trapping structure and seal
to impede further migration, while a field is a grouping of several reservoirs located on a single
geologic feature or otherwise closely related (Seni and others, 1997; Levorsen, 2001). For each
reservoir, original gas in place (OGIP) volumes were calculated for all Miocene gas reservoirs

using equation 1:
CUMG*B,
RFG

OGIP = (1)

where CUMG is the cumulative gas production, B, is the reservoir volume factor for gas for each
reservoir, and RFG is the recovery efficiency of gas. The B, parameter was calculated and used to
convert given surface volume to subsurface volumes (Garb and Smith, 1987; Metcalfe, 1987,
Sustakoski and Morton-Thompson, 1992). The surface-to-subsurface volume parameter, B,, is a
critical parameter to consider when converting from subsurface volumes to sequestration
capacity estimates, as gases compress to reservoir pressure and temperature conditions
(Brennan and others, 2010; Miller, 2012; Blondes and others, 2013).

Conversion of the calculated OGIP volume to the equivalent CO,-saturated pore space
was calculated using reservoir-specific and depth-related conditions (e.g., pressure and
temperature). The CO, density for each gas reservoir was determined by using the method
described in Nicholson (2012) after the Peng and Robinson (1976) equation of state
incorporating reservoir-specific pressures and temperatures. Subsequently, the CO, density was
multiplied by the OGIP volume to obtain a potentially sequestered mass of CO, in each Miocene
gas reservoir. The calculations assume that the residual water saturation (R,,,) for hypothetical
CO, injections was equivalent to natural methane accumulations, which may be optimistic (see
above) but a reasonable first-order approximation. All mass values are presented in metric
Megatonnes (Mt; standard mass measurement for CO, storage). The English Megaton equivalent
is approximately 10% greater. For reference, typical emissions from a 500 mW electrical utility
are on the order of 3 Mt per year.

OGIP (CH,) volumes and the corresponding mass of CO, are shown for different trap
style and drive type in figures 2.3 and 2.5 (note log scale). As discussed above, water drive
mechanism and faulted anticline and rollover anticline into growth-fault trap types occurred
most frequently and account for the greatest volumes of methane gas. Of primary interest,
calculated conversions confirm that the largest CO, masses are also correlated with these
settings. Of secondary interest, variation in the magnitude differences between OGIP and CO,
mass are a function of reservoir-specific conditions given for each of the 148 Miocene gas
reservoirs included in the analysis. Recall that methane (CH,) density varies only slightly with
depth (0.0-0.2 g/cm?), while the density of CO, rapidly increases with depth until it reaches a
steady range between 0.6 and 0.7 g/cm’® below 3,200 ft. At depth, typically greater than 2,600 ft
where high reservoir pressure (>1,000 psi) and temperature (>88°F) exist, the CO, phase changes
from gaseous to supercritical (Bachu, 2000).
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The cumulative frequency distributions of gas reservoir sizes in Miocene-age reservoirs
from both the Texas State Waters (solid lines) and the Federal OCS (dashed lines) are shown in
figure 2.6. Most Miocene-age gas reservoirs of the Texas State Waters are smaller than 1000
MMcf (million cubic feet), which is relatively small in the context of the greater Gulf of Mexico
and global basins. Curves illustrating the converted CO, masses for these same gas reservoirs are
also displayed, using the scale at the top of the diagram. While the total converted CO, mass for
all gas reservoirs studied in the Texas State Waters is an impressive 554 Mt CO,, only the largest
10% of those fields are greater than 10 Mt each. It is extremely unlikely that investment would
be made to develop a CO, storage site less than 10 Mt, as that does not represent a volume
attractive for long-term, industrial-scale injection. Those smaller sites are suitable for
demonstration projects. Only sites in the 50-100 Mt range are likely to be economically
developed for industrial-scale storage, and data indicate that there are few depleted gas fields of
that size in the Texas State Waters.

A distinct divergence between the CH, and CO, distribution curves for Texas State Water
reservoirs (two solid curves in fig. 2.6) occurs in volumes exceeding 100 MMcf. Smaller reservoirs
tend to be located at shallower depths, where the difference between the density of CH, and
CO, is less pronounced. The larger reservoirs are typically found at deeper depths, where the
density difference between methane and CO, is much greater. This density difference explains
the divergence of the cumulative distribution curves. It is likely that if a single conversion factor
existed to replace CH, with CO, in a reservoir, the distribution curve of CO, would more closely
parallel (and not diverge from) the OGIP distribution curve. However, inherent variations in
pressure, temperature, and behavior of CO, in the subsurface all directly correspond to the
differences noted in this CH,—CO, volume replacement.

The cumulative distribution curve for the Federal OCS reservoir size distribution (black
dashed line in fig. 2.6) is very similar in shape to that of the Texas State Waters, but the volume
of OGIP in the Federal OCS is two orders of magnitude greater. This reflects the much larger
sample size for the Federal OCS (>10,000 reservoirs versus <150). It is possible that these
different distribution curves could signal potential reservoir size limitations resulting from
limited sample population and restricted region of study, fluid-migration timing and distance
from source, and/or quality of seals, but determining this would require further in-depth
reservoir analysis. However, based on the conversion of OGIP to CO, mass for the Texas State
Waters, it is likely that if the same fluid replacement exercise were completed for the 10,000 gas
reservoirs of the Federal OCS, the result would be a distribution curve with volumetric curve
shifts similar to what is observed for Texas State Waters (rightmost red dashed curve in fig. 2.6).
The exact shape and magnitude of that distribution would be dependent on reservoir-specific
temperature and pressure, which was not undertaken because of the primary focus of this study
on Texas State Waters. However, experience doing those calculations for the Texas State Waters
suggests that CO, storage capacity in the Federal OCS historic gas reservoirs could be roughly
10-100’s Mt of CO, per reservoir. These likely represent economic storage development sites in
the context of offshore storage.

Structural Closure Analysis

While it is obvious from figure 2.6 that the majority of offshore CO, storage in the Gulf of
Mexico resides in the OCS, there may be some potential for storage in the Texas State Waters
that the prior analysis of depleted gas fields fails to identify. One of the primary conclusions of
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the prior structural analysis is that the majority of prospective CO, storage in depleted gas fields
occurs in faulted anticline settings. Historic methane accumulation in these settings suggests
that fault seal is not a primary limiting factor in natural accumulation size {(or these faulted fields
would not exist; fig. 2.2; Sales, 1997) and, by inference, in engineered CO, injections. This
conclusion is consistent with top- and fault-seal analysis done for specific parts of the Texas State
Waters study area (Nicholson, 2012; Chapters 3 and 4, this volume). The results suggest that top
and fault seals can likely hold higher column heights of CO, than can known natural gas
accumulations, and that there may be potential to inject larger volumes of CO, into many
structures, provided the structural closure exists. Recall that hydrocarbon accumulations only
occupy a tiny fraction of the total stratigraphy available. That is, the cumulative CO, mass
distribution curve (solid red line in fig. 2.6) could be shifted farther to the right, allowing for
larger total capacity in depleted gas fields by incorporating the downdip water leg of those
reservoirs. To investigate this potential, a closure analysis was conducted for a typical lower
Miocene stratigraphic horizon and compared to the footprint of known gas fields.

The stratigraphic horizon used in the analysis was derived from a continuous integrated
3D seismic volume covering the upper portion of the Texas State Waters from central Matagorda
County to the north end of Galveston Island (fig. 2.7). While it is difficult to maintain consistent
stratigraphic position over such a large area in a time seismic volume, biostratigraphic well data
constrained by checkshots were utilized where possible. The interpreted horizon very closely
represents the subsurface structure that exists in the lower Miocene (LM2) interval in the region.
The major elements of the structure extend vertically upward toward the upper Miocene, and
some of the major faults extend into the Plio-Pleistocene stratigraphy (Nicholson, 2012). It is
therefore reasonable that this horizon reflects major structure for the hydrocarbon system at the
time of charge throughout much of the lower Miocene section, making it sensible to vertically
project all lower Miocene reservoirs onto this surface for generalized analysis.

The geographic footprint of the Miocene gas fields (red shapes in fig. 2.7) is derived from
the Atlas of Major Texas Gas Reservoirs (Kosters and others, 1989). These boundaries are largely
schematic but are constrained when possible with known detailed structure maps of fields and
hydrocarbon-water contact elevations. So, while the outlines are not exact, they are a
reasonable estimate of the extent of the fields and are suitable for the qualitative analysis
undertaken here.

In this study, major potential storage compartments for the Miocene interval in the
Texas State Waters have been identified using traditional petroleum systems concepts like
structural closure, “fill and spill,” and “fetch area” (Nicot and Hovorka, 2009). Fetch areas are
analogous to watersheds in surface-water drainage basins in that any migrating fluid within a
fetch area is likely to remain in that fetch area because of structural considerations. While
watersheds are separated by topographic maxima, fetch areas for buoyant fluids are separated
by topographic minima and can include boundary zones created by faults. Fetch areas represent
regions within which any injected CO, would tend to migrate strictly under buoyancy forces until
immobilized via dissolution, capillary trapping, free-phase structural accumulation, or likely
some combination of these. The updip area in which an accumulation occurs is defined as the
structural closure and is often a subset of the fetch area (Nicot and Hovorka, 2009).

The primary inputs into fetch-and-closure analysis are the time-structure horizon of the
lower Miocene derived from continuous 3D seismic data and interpreted fault polygons (fig. 2.7).
The structure horizon can be analyzed spatially (topographically) to define the closure areas,
with column height filled to spill point (white regions in fig. 2.7). A primary observation is that
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most of the historic gas fields are located on those identified structural closures, although some
identified closures do not host hydrocarbon accumulations. Both productive and barren settings
represent prospective CO, storage targets, although the closures without accumulations are
potentially untested with respect to buoyant fluid retention (or they represent leaky systems).

Also note that most of those closures are fault bound. When faults (black traces in fig.
2.7) are assumed to be completely sealing, the closures (mapped to spill point) enlarge to
various degrees (blue regions in fig. 2.7). While this fault performance is unlikely to uniformly be
the case (and may not be valid at any particular site), the analysis of Chapter 4 suggests that the
fault seal is fairly robust (again noting that most hydrocarbon accumulations are fault bound).
This increase in the closure area beyond the footprint of the gas accumulations represents the
additional area that may be available for CO, storage, if the geology (reservoir continuity and
faults) will retain larger accumulations than the gas fields represent. Reasons for this underfilling
of closures may relate to charge history and/or dynamically held accumulations (seal integrity).
Underfilling suggests that the CO, masses calculated by volumetric replacement may represent
capacity minimums because the original methane accumulations are smaller than their native
closures. Additional column height may be possible, and the cumulative distribution function of
CO, mass for Texas State Waters (fig. 2.6) may theoretically be movable to the right, increasing
total capacity. Quantifying the amount of that shift would require individual field analysis and
would be most sensible to assess in detail only for the largest fields.

Conclusions

Miocene gas fields of the Texas State Waters represent demonstrable locations of
buoyant fluid trapping, natural analogs for engineered CO, injections, and prospective storage
targets. From this assessment of the Miocene petroleum systems, we conclude that the regional
structural features that exert primary control on the trapping and distribution of Miocene
hydrocarbons should perform similarly for CCS. Approximately shore-parallel, early Miocene
fault zones, such as the Clemente-Tomas in offshore Texas State Waters, typically mark the
landward extent of Miocene hydrocarbon accumulations and likely prevented large hydrocarbon
volumes from moving into updip traps onshore. Because dominant Miocene-age displacement
along regionally extensive growth faults is primarily responsible for hydrocarbon trapping, CO,
injected into Miocene-age reservoirs of the Texas State Waters also has high potential for
regional entrapment in the offshore setting.

Miocene-age gas reservoirs predominantly occur in faulted anticline and rollover
anticline trap types with water drive mechanisms, which contain the largest OGIP volumes
among all gas fields analyzed in this study. Depositional environments including shore-zone
(strand plain and barrier island) and large deltaic-reservoir systems host most of the largest gas
fields. These characteristics are therefore the most prospective for near-term CO, sequestration
targets.

Miocene oil and gas fields are aerially smaller than their typically much larger structural
closure areas. As such, existing Miocene gas volumes likely represent CO, capacity minima.
Within Texas State Waters, depleted gas fields alone will not provide enough capacity for
commercial-scale CO, sequestration. The volume of the Miocene gas fields converted to CO,-
saturated pore space equates to approximately 550 Mt of CO,, but only the largest 10% of fields
have CO, capacities greater than 10 Mt each. Industrial-scale CCS will require storage capacity
comprising both the well-documented Miocene hydrocarbon fields and their larger closure and
fetch areas, as well as barren {unproductive, brine-filled) closures. A regional structural-closure
analysis helps identify those locations. The potential for building CO, column heights greater
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460  than those of natural petroleum accumulations indicates that fault and top-seal analyses are
461 critical for understanding long-term CO, storage potential at individual sites.
462
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Figure 2.1. Miocene oil and gas fields populate two distinct fluid-trapping regions where Oligocene and Miocene
fault displacement dominate (see fig. 1.2, this volume, for detailed fault zone locations). The gray dashed line
marks a general boundary between regions of dominantly Miocene displacement to the southeast and
dominantly Oligocene displacement to the northwest. During the Miocene, there was minor reactivation of
Oligocene growth faults. The accumulations associated with Miocene growth faulting are volumetrically larger
than those associated with Oligocene faults {(modified from Galloway and others, 1983; Kosters and others, 1989;
Ewing and Lopez, 1991; Seni and others, 1997; Galloway and others, 2000; Galloway, 2008; Galloway and Ganey-
Curry, 2008). Note that hydrocarbon dominates in the downdip region, suggesting regional Miocene-age fault

seal for much of the region.
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